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ANALYSIS OF LOCAL DISCONTINUOUS GALERKIN

METHODS WITH GENERALIZED NUMERICAL FLUXES

FOR LINEARIZED KDV EQUATIONS

JIA LI, DAZHI ZHANG, XIONG MENG, AND BOYING WU

Abstract. In this paper, we consider the local discontinuous Galerkin (LDG)
method using generalized numerical fluxes for linearized Korteweg–de Vries
equations. In particular, since the dispersion term dominates, we are able to
choose a downwind-biased flux in possession of the anti-dissipation property for
the convection term to compensate the numerical dissipation of the dispersion
term. This is beneficial to obtain a lower growth of the error and to accurately
capture the exact solution without phase errors for long time simulations, when
compared with traditional upwind and alternating fluxes. By establishing
relations of three different numerical viscosity coefficients, we first show a
uniform stability for the auxiliary variables and the prime variable as well
as its time derivative. Moreover, the numerical initial condition is suitably

chosen, which is the LDG approximation with the same fluxes to a steady–
state equation. Finally, optimal error estimates are obtained by virtue of
generalized Gauss–Radau projections. Numerical experiments are given to
verify the theoretical results.

1. Introduction

In this paper, we study the local discontinuous Galerkin (LDG) method with
generalized numerical fluxes with three independent weights for one-dimensional
linearized Korteweg–de Vries (KdV) equations

ut + cux + duxxx = 0, (x, t) ∈ I × (0, T ],(1.1)

u(x, 0) = u0(x), x ∈ I,

where c and d are constants. Obviously, it is a special case of the KdV-type equation

(1.2) ut + f(u)x + (r′(u)g(r(u)x)x)x = 0,

where f , g, and r are arbitrary smooth functions. The KdV-type equations describe
the propagation of waves in a variety of nonlinear dispersive media [2]. For sim-
plicity, we consider (1.1) in a bounded interval I = [0, 2π] equipped with periodic
boundary conditions. Note that the assumption on periodic boundary conditions
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is not essential; see, e.g., [19, 21] concerning Dirichlet boundary conditions for hy-
perbolic equations. In the present paper, we show a uniform stability property
and optimal error estimates for the LDG scheme with generalized numerical fluxes
for (1.1). Here and in what follows, the uniform stability means that the stability
result is valid for the auxiliary variables and the prime variable as well as its time
derivative. Indeed, the uniform stability is proved to be valid, no matter whether
the numerical flux of the convection term is chosen as upwind-biased fluxes in (2.5)
or downwind-biased fluxes with anti-numerical viscosity in (2.8); see section 2.2.4
for stability analysis of downwind fluxes. The weight of downwind-biased fluxes
with anti-dissipation property can be suitably chosen to balance the numerical vis-
cosity of the LDG scheme, resulting in a nearly energy conservative scheme that is
useful for long time simulation; see a lower growth of the error in Figure 5.1 and
negligible phase errors in Figure 5.2. Another benefit of generalized fluxes is that
the CFL coefficient can be greatly improved; see Table 5.2.

Motivated by [18,22] solving linear steady–state hyperbolic problems, the discon-
tinuous Galerkin (DG) method was proposed for solving nonlinear time-dependent
conservation laws [7–9, 11]. For the second order convection-diffusion equations,
the LDG method was introduced [10] by introducing some auxiliary variables prior
to applying DG discretization. Later, the LDG method was developed to solve
higher order equations, for example, in [15, 23, 26]. For more details of DG and
LDG methods, please refer to the review papers [12, 24].

In what follows, let us review the standard LDG methods for the KdV equa-
tions, in which upwind and alternating numerical fluxes are used. In [26], Yan
and Shu first proposed an LDG scheme to solve (1.2) and the L2 stability for the
prime variable itself uh was proved. By the Gauss–Radau (GR) and L2 projections,
suboptimal a priori error estimate of order k + 1

2 was obtained for linearized KdV
equations (1.1). The improvement of order k + 1 was later achieved by a prov-
able uniform stability result in [25]. Later, Hufford and Xing [16] presented the
superconvergence analysis of the LDG method for linearized KdV equations, and
error estimates of the LDG scheme with central fluxes were given in [17]. Recently,
superconvergence of the LDG method for nonlinear KdV equations was considered
in [1]. Also, Chen, Cockburn, and Dong [4, 5] proposed the hybridizable discon-
tinuous Galerkin (HDG) method and the conservative DG method for third order
equations. For nonlinear KdV-type equations, the optimal error estimates of the
HDG method were given by Dong in [14].

Motivated by the work of [3] in which a conservative DG scheme with central
fluxes is investigated, the current paper is devoted to the study of the LDG methods
with more flexible fluxes with an emphasis on the balance between the numerical
dissipation and anti-dissipation brought by the downwind-biased fluxes. This work
can also be viewed as an extension of [25] but more technicalities are involved. For
example, as different weights are involved, we define the ratio of the minimal and
maximal numerical viscosity coefficients, which is helpful in choosing test functions
and in dealing with boundary terms. Moreover, instead of the standard local GR
projections in [25] the generalized Gauss–Radau (GGR) projections [6, 20, 21] are
needed. Another difference is that a suitable numerical initial condition based on
the LDG approximation to a steady-state problem is chosen, and this idea has been
used in [14] for HDG methods solving KdV-type equations [4, 5].
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LDG METHODS WITH GENERALIZED FLUXES 3

The organization of this paper is as follows. In section 2, we present the LDG
scheme with generalized numerical fluxes for one-dimensional linearized KdV equa-
tions. A uniform stability is shown even if the numerical flux for the convection
term is chosen as a downwind-biased flux in (2.8). In section 3, we concentrate
on the design and analysis of numerical initial condition, and GGR projections are
also introduced. Optimal error estimates of the LDG scheme are given in section 4.
In section 5, numerical experiments are shown, demonstrating that generalized nu-
merical fluxes can produce a lower growth of the error and negligible phase errors.
Concluding remarks are given in section 6.

2. The LDG scheme and stability analysis

To clearly display the main idea of the stability analysis and in particular the
description of numerical viscosities, we consider (1.1) with c = d = 1, namely

ut + ux + uxxx = 0, (x, t) ∈ I × (0, T ],(2.1)

u(x, 0) = u0(x), x ∈ I

with periodic boundary conditions.

2.1. The LDG scheme. In this section, let us present the LDG scheme with
generalized numerical fluxes for (2.1).

2.1.1. Discontinuous finite element space. As usual, the computational interval I =
[0, 2π] is partitioned with the cells Ij = (xj− 1

2
, xj+ 1

2
) with 1 ≤ j ≤ N , where

0 = x 1
2
< x 3

2
< · · · < xN+ 1

2
= 2π.

For each cell Ij , the cell center and the cell length are denoted by xj = (xj− 1
2
+

xj+ 1
2
)/2 and hj = xj+ 1

2
−xj− 1

2
, respectively. We choose the piecewise polynomials

space as the finite element space, which is

V k
h = {v ∈ L2(I) : v|Ij ∈ P k(Ij), j = 1, . . . , N},

where P k(Ij) is the set of polynomials of degree at most k in each cell Ij . At each
cell interface xj+1/2, we denote by v±

j+ 1
2

the limit of v from the left and the right

element. At each cell interface, the jump of a possibly discontinuous function v
is denoted as [v] = v+ − v−, and we have dropped the subscript j + 1

2 since it is
computed at the same boundary point. Throughout the paper, we use

(2.2) vσ = σv− + σ̃v+

to denote the weighted average of a function v with the weight σ, and σ̃ = 1 − σ.
In particular, when σ = σ̃ = 1

2 , v
1
2 := {{v}}.

Obviously, V k
h belongs to the following broken Sobolev space:

H�(Ih) := {u ∈ L2(I) : u|Ij ∈ H�(Ij) j = 1, . . . , N}

equipped with the norm ‖u‖� = ‖u‖H�(Ih) =
(∑N

j=1 ‖u‖2H�(Ij)

) 1
2 , where ‖u‖H�(Ij)

is the Sobolev � norm, i.e., ‖u‖H�(Ij) =
(∑�

α=0 ‖Dαu‖2L2(Ij)

)1/2
. If � = 0, we use

an unmarked norm ‖ · ‖ to represent the usual L2 norm on I.
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2.1.2. The LDG scheme. Rewrite (2.1) into the following system:

(2.3) ut + ux + vx = 0, v − wx = 0, w − ux = 0,

Then the LDG scheme is, for any t > 0, used to find the unique solution uh, vh,
and wh ∈ V k

h such that∫
Ij

uht
phdx−

∫
Ij

uh(ph)xdx+ ũhp
−
h |j+ 1

2
− ũhp

+
h |j− 1

2

−
∫
Ij

vh(ph)xdx+ v̂hp
−
h |j+ 1

2
− v̂hp

+
h |j− 1

2
= 0,(2.4a)

∫
Ij

vhqhdx+

∫
Ij

wh(qh)xdx− ŵhq
−
h |j+ 1

2
+ ŵhq

+
h |j− 1

2
= 0,(2.4b)

∫
Ij

whrhdx+

∫
Ij

uh(rh)xdx− ûhr
−
h |j+ 1

2
+ ûhr

+
h |j− 1

2
= 0(2.4c)

hold for any test functions ph, qh, and rh ∈ V k
h and j = 1, . . . , N . The generalized

numerical fluxes can be chosen as

(2.5) ũh = uλ
h

for the convection term, and

(2.6) v̂h = vθ̃h, ŵh = wμ̃
h , ûh = uθ

h

for the dispersion term. We may also use

(2.7) v̂h = vθh, ŵh = wμ̃
h , ûh = uθ̃

h

for the dispersion term. To facilitate our analysis, three independent weights can
always be chosen to be greater than 1

2 , namely λ, θ, μ > 1
2 . Obviously, when

λ = θ = μ = 1, the numerical fluxes (2.5) with (2.6) or (2.7) will reduce to purely
upwind and alternating fluxes.

Another interesting group of numerical flux is the one with downwind-biased and
thus anti-dissipation property for the convection term. That is,

(2.8) ũh = uλ̃
h, v̂h = vθh, ŵh = wμ̃

h , ûh = uθ̃
h,

where λ, θ, μ > 1
2 . Note that the numerical viscosity coefficient of the convection

term λ̃− 1/2 = 1/2− λ < 0 will balance that of the dispersion term of ŵh = wμ̃
h .

2.2. Stability analysis. In this section, we concentrate on the investigation of
the uniform stability property, essentially following [25]. Note that the ratio of
the minimal and maximal numerical viscosity coefficients is introduced, and the
stability can be proved for downwind-biased fluxes of the convection term.

2.2.1. Notation and preliminaries. Let us adopt the following notation for a DG
discretization operator: for ρ, φ ∈ H1(Ih) and j = 1, . . . , N

(2.9) Hσ
j (ρ, φ) = −

∫
Ij

ρφxdx+ ρσφ−|j+ 1
2
− ρσφ+|j− 1

2
,

and for periodic boundary conditions considered in this paper

Hσ(ρ, φ) =
N∑
j=1

Hσ
j (ρ, φ) = −

N∑
j=1

∫
Ij

ρφxdx−
N∑
j=1

(
ρσ[φ]

)
j− 1

2

.

The elementary properties of DG spatial operators are given in the following lemma.
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LDG METHODS WITH GENERALIZED FLUXES 5

Lemma 2.1. For ρ, φ ∈ H1(Ih) and σ1, σ2, there holds

(2.10) Hσ1(ρ, φ) +Hσ2(φ, ρ) = (σ1 − σ̃2)
N∑
j=1

[ρ]j− 1
2
[φ]j− 1

2
.

In particular, when ρ = φ and σ1 = σ2 = σ,

(2.11) Hσ(ρ, ρ) =
(
σ − 1

2

) N∑
j=1

[ρ]2j− 1
2
.

The proof of this lemma follows by integration by parts and the identities

ρσ = {{ρ}} − (σ − 1

2
)[ρ],(2.12a)

[ρφ] = φσ2[ρ] + ρσ̃2[φ].(2.12b)

It is easy to see from (2.11) and (2.12a) that σ− 1
2 is nothing but the numerical

viscosity coefficient of the flux ρ̂ = ρσ. Since three independent weights are involved
in the LDG scheme, we denote by

(2.13) α = min (λ, θ, μ)− 1

2
, β = max (λ, θ, μ)− 1

2
, γ =

α

β

the minimum and maximum of three numerical viscosity coefficients as well as
its ratio. The following lemma presents relations of various numerical viscosity
coefficients, which will be used later in our stability analysis.

Lemma 2.2. Assuming λ, θ, μ > 1
2 , we have

α > 0, β > 0,(2.14a)

0 < γ2 ≤ γ ≤ 1,(2.14b)

0 ≤ |θ − λ|
β

< 1, and 0 ≤ |μ− θ|
β

< 1,(2.14c)

0 <
λ− 1

2

β
≤ 1, and 0 <

θ − 1
2

β
≤ 1.(2.14d)

The next lemma shows a sufficient condition ensuring the nonnegative property
of a given quadratic equation, which is helpful in dealing with boundary terms.

Lemma 2.3. If three constants a1, a2, and a3 satisfy a1, a3 > 0, and a22 ≤ 4a1a3,
then a1x

2 + a2xy + a3y
2 ≥ 0 holds for any x and y.

2.2.2. Stability analysis for fluxes (2.5)and (2.6). In this subsection, let us consider
the LDG scheme (2.4) with generalized numerical fluxes (2.5) and (2.6). Thus,
summing over all j we have∫

I

uht
phdx+Hλ(uh, ph) +Hθ̃(vh, ph) = 0,(2.15a) ∫

I

vhqhdx−Hμ̃(wh, qh) = 0,(2.15b) ∫
I

whrhdx−Hθ(uh, rh) = 0,(2.15c)

where λ, θ, μ > 1
2 .
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6 JIA LI, DAZHI ZHANG, XIONG MENG, AND BOYING WU

Proposition 2.4. The solution of the LDG scheme (2.15) with numerical fluxes
(2.5) and (2.6) satisfies

‖uh(t)‖2 +
γ

2
‖vh(t)‖2 + ‖uht

(t)‖2 + γ

2
‖wh(t)‖2

≤ ‖uh(0)‖2 +
γ

2
‖vh(0)‖2 + ‖uht

(0)‖2 + γ

2
‖wh(0)‖2,(2.16)

where γ has been defined in (2.13), which is the ratio of minimum and maximum
numerical viscosity coefficients.

Proof. The proof of this proposition is based on the following five energy equations.
The first energy equation. Taking (ph, qh, rh) = (uh, wh,−vh), and adding

them together, we obtain

0 =

∫
I

uht
uhdx+Hλ(uh, uh) +Hθ̃(vh, uh)

+

∫
I

vhwhdx−Hμ̃(wh, wh)−
∫
I

whvhdx+Hθ(uh, vh).

By Lemma 2.1,

(2.17a) E1 :=
1

2

d

dt
‖uh‖2 +

(
λ− 1

2

) N∑
j=1

[uh]2j−1
2
+
(
μ− 1

2

) N∑
j=1

[wh]2j−1
2
= 0.

The second energy equation. Taking the time derivative of (2.15b)–(2.15c),
adding them with (2.15a), and choosing (ph, qh, rh) = (−wht

, vh + uh, uht
), we get

0 =−
∫
I

uht
wht

dx−Hλ
j (uh, wht

)−Hθ̃(vh, wht
)

+

∫
I

vht
vhdx+

∫
I

vht
uhdx−Hμ̃(wht

, vh)−Hμ̃(wht
, uh)

+

∫
I

wht
uht

dx−Hθ(uht
, uht

).

By properties of the DG operator in Lemma 2.1, we have

E2 :=
1

2

d

dt
‖vh‖2 +

∫
I

vht
uhdx−

(
θ − 1

2

) N∑
j=1

[uht
]2j−1

2

+ (μ+ θ − 1)
N∑
j=1

[wht
]j−1

2
[vh]j−1

2
+ (μ− λ)

N∑
j=1

[uh]j−1
2
[wht

]j−1
2
= 0.(2.17b)

The third energy equation. Taking the time derivatives in all three equations
of (2.15), choosing (ph, qh, rh) = (uht

, wht
,−vht

), and adding them together, we
have

0 =

∫
I

uhtt
uht

dx+Hλ(uht
, uht

) +Hθ̃(vht
, uht

)

+

∫
I

vht
wht

dx−Hμ̃(wht
, wht

)−
∫
I

wht
vht

dx+Hθ(uht
, vht

),

which, by Lemma 2.1, is

(2.17c) E3 :=
1

2

d

dt
‖uht

‖2 +
(
λ− 1

2

) N∑
j=1

[uht
]2j−1

2
+
(
μ− 1

2

) N∑
j=1

[wht
]2j−1

2
= 0.
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LDG METHODS WITH GENERALIZED FLUXES 7

The fourth energy equation. Adding the time derivative of (2.15c) with
(2.15a), (2.15b) and choosing (ph, qh, rh) = (−vh − uh, uht

, wh), we arrive at

0 = −
∫
I

uht
vhdx−Hλ(uh, vh)−Hθ̃(vh, vh)

−
∫
I

uht
uhdx−Hλ(uh, uh)−Hθ̃(vh, uh)

+

∫
I

vhuht
dx−Hμ̃(wh, uht

) +

∫
I

wht
whdx−Hθ(uht

, wh).

A simple application of Lemma 2.1 gives

E4 :=
1

2

d

dt
‖wh‖2 −

1

2

d

dt
‖uh‖2 +

(
θ − 1

2

) N∑
j=1

[vh]2j−1
2
−
(
λ− 1

2

) N∑
j=1

[uh]2j−1
2

+ (θ − λ)

N∑
j=1

[uh]j−1
2
[vh]j−1

2
+ (μ− θ)

N∑
j=1

[wh]j−1
2
[uht

]j−1
2
= 0.(2.17d)

The fifth energy equation. Adding the time derivative of (2.15b) with (2.15c)
and choosing (qh, rh) = (uh, wht

), we obtain

0 =

∫
I

vht
uhdx−Hμ̃(wht

, uh) +

∫
I

whwht
dx−Hθ(uh, wht

).

Due to Lemma 2.1, we have

(2.17e) E5 :=
1

2

d

dt
‖wh‖2 +

∫
I

vht
uhdx+ (μ− θ)

N∑
j=1

[wht
]j−1

2
[uh]j−1

2
= 0.

Based on the above five energy equations, we are now ready to prove a uniform
stability result. Performing E1 + E3 + γ(E1 + E4) +

γ
2 (E2 − E5), we have

(2.18) 0 =
1

2

d

dt

(
‖uh‖2 +

γ

2
‖vh‖2 + ‖uht

‖2 + γ

2
‖wh‖2

)
+B1 +B2 +B3 +B4,

where

B1 =
1

2

(
λ− 1

2

) N∑
j=1

[uh]2j−1
2
+

γ

2

(
θ − 1

2

) N∑
j=1

[vh]2j−1
2
+ γ(θ − λ)

N∑
j=1

[uh]j−1
2
[vh]j−1

2
,

B2 = (1+γ)
(
μ− 1

2

) N∑
j=1

[wh]2j−1
2
+
1

2

(
λ− 1

2

) N∑
j=1

[uht
]2j−1

2
+γ(μ− θ)

N∑
j=1

[wh]j−1
2
[uht

]j−1
2

+
1

2

((
λ− 1

2

)
− γ

(
θ − 1

2

)) N∑
j=1

[uht
]2j−1

2
,

B3 =
1

2

((
μ− 1

2

) N∑
j=1

[wht
]2j−1

2
+
(
λ− 1

2

) N∑
j=1

[uh]2j−1
2
+ γ(θ − λ)

N∑
j=1

[wht
]j−1

2
[uh]j−1

2

)
,

B4 =
1

2

((
μ− 1

2

) N∑
j=1

[wht
]2j−1

2
+γ

(
θ − 1

2

) N∑
j=1

[vh]2j−1
2
+γ(μ+ θ − 1)

N∑
j=1

[wht
]j−1

2
[vh]j−1

2

)
.

To prove Proposition 2.4, we need only to show Bi ≥ 0 for i = 1, 2, 3, 4, which is
achieved by using properties of various numerical viscosity coefficients in Lemma
2.2 and by verifying a sufficient condition ensuring the nonnegative property of a
given quadratic equation in Lemma 2.3.
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8 JIA LI, DAZHI ZHANG, XIONG MENG, AND BOYING WU

Specifically, in order to show B1 ≥ 0, it is sufficient to verify

(2.19) γ2(θ − λ)2 ≤ 4 · 1
2

(
λ− 1

2

)
· γ
2

(
θ − 1

2

)
=

(
λ− 1

2

)α
β

(
θ − 1

2

)
.

Note that γ = α
β is the ratio of the minimum and maximum of three different

numerical viscosity coefficients. When λ = θ, this inequality is trivial. When
λ > θ, due to Lemma 2.2 we have

(θ − λ)2

β2
≤ λ− θ

β
<

λ− 1
2

β
, α2 ≤ α

(
θ − 1

2

)
,

and hence inequality (2.19) is satisfied. If λ < θ, analogously, we have

(θ − λ)2

β2
≤ θ − λ

β
<

θ − 1
2

β
, α2 ≤ α(λ− 1

2
),

and hence inequality (2.19) is satisfied. Thus, we always have B1 ≥ 0.
As for B2, let us first denote each line as B′

2 and B′′
2 . By 1 < 4 · (1 + γ) · 1

2 and

α2 ≤
(
μ− 1

2

)(
λ− 1

2

)
,

|μ− θ|2
β2

≤ |μ− θ|
β

< 1,

we obtain

α2 (μ− θ)2

β2
≤ 4 · (1 + γ)

(
μ− 1

2

)
· 1
2

(
λ− 1

2

)
.

Hence we have B′
2 ≥ 0 by Lemma 2.3. Since

θ− 1
2

β ≤ 1 and α ≤ λ− 1
2 , we have

(
λ− 1

2

)
− γ

(
θ − 1

2

)
≥ 0,

which implies B′′
2 ≥ 0. Therefore, B2 ≥ 0.

Similarly, we can easily obtain

α2 (θ − λ)2

β2
≤ 4

(
μ− 1

2

)(
λ− 1

2

)
,

which implies B3 ≥ 0.
Rewrite B4 into the following form

B4 =
1

2

(1
2

(
μ− 1

2

) N∑
j=1

[wht
]2j−1

2
+
γ

2

(
θ − 1

2

) N∑
j=1

[vh]2j−1
2
+γ

(
μ− 1

2

) N∑
j=1

[wht
]j−1

2
[vh]j−1

2

)

+
1

2

(1
2

(
μ− 1

2

) N∑
j=1

[wht
]2j−1

2
+
γ

2

(
θ − 1

2

) N∑
j=1

[vh]2j−1
2
+γ

(
θ − 1

2

) N∑
j=1

[wht
]j−1

2
[vh]j−1

2

)
.

Since estimates to each line of B4 are very similar, here we only take the terms in

the first line of B4 as an example. It follows from
μ− 1

2

β ≤ 1 and α ≤ θ − 1
2 that

γ
(
μ− 1

2

)
≤

(
θ − 1

2

)
.

Consequently,

γ2
(
μ− 1

2

)2 ≤ γ
(
μ− 1

2

)(
θ − 1

2

)
.

By Lemma 2.3, we conclude that B4 ≥ 0.
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LDG METHODS WITH GENERALIZED FLUXES 9

Substituting Bi ≥ 0 (i = 1, 2, 3, 4) into the final energy equality (2.18), we arrive
at

d

dt

(
‖uh‖2 +

γ

2
‖vh‖2 + ‖uht

‖2 + γ

2
‖wh‖2

)
≤ 0.

Then Proposition 2.4 is proved by integrating the above inequality with respect to
time between 0 and t. �

2.2.3. Stability analysis for fluxes (2.5)and (2.7). Now we turn to the LDG scheme
(2.4) with generalized numerical fluxes (2.5) and (2.7). Recall that the necessity for
considering such kinds of numerical fluxes is: this, combined with the fluxes (2.6),
is complete allowing us to always choose θ > 1

2 , as indicated in subsection 2.1.2.
Then, the LDG scheme becomes∫

I

uht
phdx+Hλ(uh, ph) +Hθ(vh, ph) = 0,(2.20a) ∫

I

vhqhdx−Hμ̃(wh, qh) = 0,(2.20b) ∫
I

whrhdx−Hθ̃(uh, rh) = 0,(2.20c)

where λ, θ, μ > 1/2.

Proposition 2.5. The solution of the LDG scheme (2.20) with generalized numer-
ical fluxes (2.5) and (2.7) satisfies

(
2 +

γ

2

)
‖uh(t)‖2 +

γ

4
‖vh(t)‖2 + ‖uht

(t)‖2 + γ

4
‖wh(t)‖2

≤ e4t
((

2 +
γ

2

)
‖uh(0)‖2 +

γ

4
‖vh(0)‖2 + ‖uht

(0)‖2 + γ

4
‖wh(0)‖2

)
,(2.21)

where γ has been defined in (2.13).

The proof of Proposition 2.5 is given in the appendix.

2.2.4. Stability analysis for fluxes (2.8). The LDG scheme with fluxes (2.8) is∫
I

uht
phdx+Hλ̃(uh, ph) +Hθ(vh, ph) = 0,(2.22a) ∫

I

vhqhdx−Hμ̃(wh, qh) = 0,(2.22b) ∫
I

whrhdx−Hθ̃(uh, rh) = 0.(2.22c)

Taking (ph, qh, rh) = (uh, wh,−vh) in (2.22) and adding them together, one has

1

2

d

dt
‖uh‖2 −

(
λ− 1

2

) N∑
j=1

[uh]2j−1
2
+
(
μ− 1

2

) N∑
j=1

[wh]2j−1
2
= 0.

By suitably choosing weights, the resulting LDG scheme can be less dissipative,
which is beneficial for long time integration. The stability is given in the following
proposition.
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10 JIA LI, DAZHI ZHANG, XIONG MENG, AND BOYING WU

Proposition 2.6. The solution of the LDG scheme (2.22) with generalized numer-
ical fluxes (2.8) satisfies

3‖uh(t)‖2 +
γ2

4
‖vh(t)‖2 +

γ3

8
‖uht

(t)‖2 + γ2

4
‖wh(t)‖2

≤ C
(
3‖uh(0)‖2 +

γ2

4
‖vh(0)‖2 +

γ3

8
‖uht

(0)‖2 + γ2

4
‖wh(0)‖2

)
,(2.23)

where γ has been defined in (2.13) and C is a positive constant.

Proof. The proof is similar to the one of Proposition 2.4, except that we should be
more careful for boundary terms. We only sketch the proof to save space.

Taking (ph, qh, rh) = (2uh, 2wh,−2vh + (3γ−1 + γ−2)uh) in (2.22) and adding
three equations together, we have the energy equation G1. Taking the time deriv-
ative of (2.22b), adding them together, and choosing (ph, qh, rh) = (−2wht

, 2vh +
2uh, 0) gives us G2. Taking the time derivative to all three equations of (2.22),
adding them together, and choosing (ph, qh, rh) = (γuht

, γwht
, γvht

+ 2uht
) pro-

ducesG3. Taking the time derivative of (2.22c), adding them together, and choosing
(ph, qh, rh) = (uh + vh,

1
2γ

2uht
, 1
2γ

2wh) leads to G4. Finally, taking the time deriv-
ative of (2.22b), adding them together, and choosing (ph, qh, rh) = (0, 2uh, 2wht

)
yields G5.

Performing G1 +G4 +
γ2

8 (G2 −G5 +G3), we obtain the total energy equality

0 =
1

2

d

dt

(
3‖uh‖2 +

γ2

4
‖vh‖2 +

γ3

8
‖uht

‖2 + γ2

4
‖wh‖2

)

+ (1 +
γ2

2
)

∫
I

vhuht
dx+ (3γ−1 + γ−2)

∫
I

whuhdx+D,

where

D =
(
3
(
γ−1

(
θ − 1

2

)
−
(
λ− 1

2

))
+ γ−2

(
θ − 1

2

)) N∑
j=1

[uh]2j−1
2
+
(
θ − 1

2

) N∑
j=1

[vh]2j−1
2

+ 2
(
μ− 1

2

) N∑
j=1

[wh]2j−1
2
+

γ3

8

(
μ− 1

2

) N∑
j=1

[wht
]2j−1

2
+

γ2

8

(
θ − 1

2

) N∑
j=1

[uht
]2j−1

2

+
γ2

8

((
θ − 1

2

)
− γ

(
λ− 1

2

)) N∑
j=1

[uht
]2j−1

2

+
γ2

4
(λ− θ)

N∑
j=1

[uh]j−1
2
[wht

]j−1
2
+

γ2

4
(μ− θ)

N∑
j=1

[vh]j−1
2
[wht

]j−1
2

+ (θ − λ)
N∑
j=1

[uh]j−1
2
[vh]j−1

2
+

γ2

2
(μ+ θ − 1)

N∑
j=1

[wh]j−1
2
[uht

]j−1
2
.

Using Lemmas 2.2 and 2.3, we can verify that D ≥ 0, and thus (2.23) holds. This
completes the proof. �
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LDG METHODS WITH GENERALIZED FLUXES 11

Remark 2.7. Assuming c, d > 0, the LDG scheme to (1.1) is∫
I

uht
phdx+ cHλ(uh, ph) + dHθ̃(vh, ph) = 0,∫

I

vhqhdx−Hμ̃(wh, qh) = 0,∫
I

whrhdx−Hθ(uh, rh) = 0.

By a simple scaling

uh(x, t) =

√
d

c3
Uh(y, τ ), vh =

√
1

cd
Vh(y, τ ), wh =

√
1

c2
Wh(y, τ )

with x =
√

d
c y and t =

√
c
dτ , the above scheme can be written in the standard

form (2.15) in new coordinates (y, τ ). At this moment, Proposition 2.4 is still valid
for scaled LDG solutions Uh, Vh,Wh in new coordinates. Transforming back to the
original coordinates, we have the following stability:

‖uh(t)‖2 +
γd2

2c2
‖vh(t)‖2 +

c

d
‖uht

(t)‖2 + γd

2c
‖wh(t)‖2

≤ ‖uh(0)‖2 +
γd2

2c2
‖vh(0)‖2 +

c

d
‖uht

(0)‖2 + γd

2c
‖wh(0)‖2,

where γ has been defined in (2.13).

3. The numerical initial condition

Without loss of generality, from now on we restrict ourselves to the LDG scheme
with fluxes (2.5) and (2.6) regarding the numerical initial discretization and optimal
error estimates.

3.1. The numerical initial condition. Since we are concerned with initial dis-
cretization in this section, we will omit the index t = 0 for the LDG solution, if
there is no confusion. The numerical initial condition is chosen as the LDG approx-
imation with fluxes (2.5) and (2.6) to the corresponding steady–state problem

(3.1) u+ ux + uxxx = g(x)

equipped with periodic boundary conditions and a source term g(x) = u0(x) +
u′
0(x) + u′′′

0 (x) so that its exact solution is identically the initial condition of (2.1),
u0(x). That is, seek uh, vh, wh ∈ V k

h such that∫
Ij

uhphdx+Hλ(uh, ph) +Hθ̃(vh, ph) =

∫
Ij

g phdx,(3.2a) ∫
Ij

vhqhdx−Hμ̃(wh, qh) = 0,(3.2b) ∫
Ij

whrhdx−Hθ(uh, rh) = 0(3.2c)

hold for any ph, qh, rh ∈ V k
h and j = 1, . . . , N . Recall that this approach has been

adopted in [14] for HDG methods solving KdV-type equations [4, 5].
We have the following lemma for the numerical initial condition.

Lemma 3.1. The numerical initial condition (3.2) is well defined. That is, LDG
solutions uh, vh, wh of (3.2) to (3.1) uniquely exist.
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12 JIA LI, DAZHI ZHANG, XIONG MENG, AND BOYING WU

Proof. Obviously, (3.2a) is a linear system of size N(k+1)×N(k+1) for uh with a
known right-hand side, since, by (3.2b) and (3.2c), vh, wh can be expressed in terms
of uh. Note that, by (3.2a), the numbers of unknowns and constraint conditions are
both N(k+1). Thus, if we can prove uniqueness of (uh, vh, wh), then the existence
will follow.

We claim that solutions (uh, vh, wh) to (3.2) are unique. Otherwise, assuming
that (u1

h, v
1
h, w

1
h) and (u2

h, v
2
h, w

2
h) are two different solutions of (3.2) and denoting

gu = u1
h − u2

h, gv = v1h − v2h, gw = w1
h − w2

h, then (3.2) yields∫
I

guphdx+Hλ(gu, ph) +Hθ̃(gv, ph) = 0,(3.3a) ∫
I

gvqhdx+Hμ̃(gw, qh) = 0,(3.3b) ∫
I

gwrhdx+Hθ(gu, rh) = 0.(3.3c)

If we now take (ph, qh, rh) = (gu, gw,−gv) in (3.3a)–(3.3c) and add them together,
we have

‖gu‖2 +Hλ(gu, gu)−Hμ̃(gw, gw) = 0,

which, by Lemma 2.1, is

‖gu‖2 +
(
λ− 1

2

) N∑
j=1

[gu]2j−1
2
+
(
μ− 1

2

) N∑
j=1

[gw]2j−1
2
= 0,

and thus gu = 0 since λ, μ > 1
2 . Further, substituting gu = 0 into (3.3b) and (3.3c)

together with letting rh = gw, qh = gv, we have that gw = gv = 0, and therefore
uh, wh, vh are unique. Hence, we obtain the unique existence of uh, wh, vh. This
completes the proof of Lemma 3.1. �

3.2. Optimal initial error estimates. Since generalized numerical fluxes are
considered, we shall first present some preliminaries on GGR projections.

3.2.1. GGR projections. The standard globally defined GGR projection, denoted
by Pσ (σ �= 1

2 ), is defined as follows: for u ∈ H1(Ih), the projection Pσu is defined

as the element of V k
h satisfying∫

Ij

(Pσu)ϕdx =

∫
Ij

uϕdx ∀ϕ ∈ P k−1(Ij),(3.4a)

(Pσu)
σ
j− 1

2
= uσ

j− 1
2
,(3.4b)

for j = 1, . . . , N , where uσ and (Pσu)
σ are the weighted means as given in (2.2).

Note that when the numerical flux of the prime variable uh for the convection
term in (2.15a) is chosen as ũh = uλ

h and that for the dispersion term in (2.15c) is
chosen as ûh = uθ

h (λ �= θ), a modified GGR projection [6, Section 4.2] is needed.
Specifically, for a sufficiently smooth function u, for example u ∈ Hk+3(Ih), the
modified GGR projection Pθ̃,λ (which is a modification of Pθ̃) together with the

standard GGR projection Pθ is denoted by (Pθu, Pθ̃,λv) satisfying∫
Ij

(Pθ̃,λv)ϕdx =

∫
Ij

vϕdx ∀ϕ ∈ P k−1(Ij),

(Pθ̃,λv)
θ̃
j− 1

2
= vθ̃j− 1

2
+ (θ − λ)[u− Pθu]j− 1

2
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LDG METHODS WITH GENERALIZED FLUXES 13

for j = 1, . . . , N , where v = uxx. When λ = θ, it is easy to see that Pθ̃,λ = Pθ̃. As

[u − Pθu]j− 1
2
is already known, the unique existence and optimal approximation

property of Pθ̃,λ can thus be proved in a way similar to that in the analysis of the

projection Pθ [6].

Lemma 3.2. For u ∈ Hk+3(Ih) and v = uxx, we have

‖u− Pσu‖+ h
1
2 ‖u− Pσu‖Γh ≤ Chk+1‖u‖k+1,(3.5a)

‖v − Pθ̃,λv‖+ h
1
2 ‖v − Pθ̃,λv‖Γh ≤ Chk+1‖u‖k+3,(3.5b)

where, for w ∈ H1(Ih), ‖w‖Γh =
(∑N

j=1

(
(w−

j+ 1
2

)2 + (w+
j− 1

2

)2
))1/2

is the L2 norm

defined at cell boundaries.

Moreover, by using definitions of GGR and modified GGR projections, Pθ, Pμ̃,
and Pθ̃,λ have the following properties.

Lemma 3.3. Assuming u is sufficiently smooth and periodic, for example u ∈
H3(Ih), then for any φ ∈ V k

h , there holds

Hθ(u− Pθu, φ) = 0,

Hμ̃(u− Pμ̃u, φ) = 0,

Hλ(u− Pθu, φ) +Hθ̃(v − Pθ̃,λv, φ) = 0,

where v = uxx.

3.2.2. Optimal initial error estimates. Based on the above GGR and modified GGR
projections, we can prove the following optimal error estimates of the LDG scheme
(3.2), which are the optimal initial error estimates we want.

Lemma 3.4. Assume that u0 ∈ Hk+3(I) and periodic. uh, vh, wh are the LDG
solutions of (3.2) with numerical fluxes (2.5) and (2.6). Then, if finite element
space V k

h is used, we have the following optimal error estimates:

(3.6) ‖u0 − uh‖+ ‖w0 − wh‖+ ‖v0 − vh‖ ≤ Chk+1,

where w0 = u′
0(x), v0 = u′′

0(x), and C is independent of h.

Proof. Denote

eu = u0 − uh = (u0 − Pθu0) + (Pθu0 − uh) = ηu + ξu,

ew = w0 − wh = (w0 − Pμ̃w0) + (Pμ̃w0 − wh) = ηw + ξw,

ev = v0 − vh = (v0 − Pθ̃,λv0) + (Pθ̃,λv0 − vh) = ηv + ξv.

With the above error decomposition, we consider the LDG scheme (3.2). By
Galerkin orthogonality and summing over all j, we have the following error equa-
tions: ∫

I

euphdx+Hλ(eu, ph) +Hθ̃(ev, ph) = 0,(3.7a) ∫
I

evqhdx+Hμ̃(ew, qh) = 0,(3.7b) ∫
I

ewrhdx+Hθ(eu, rh) = 0,(3.7c)
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14 JIA LI, DAZHI ZHANG, XIONG MENG, AND BOYING WU

which, by Lemma 3.3, are

∫
I

ξuphdx+Hλ(ξu, ph) +Hθ̃(ξv, ph) = −
∫
I

ηuphdx,(3.8a) ∫
I

ξvqhdx+Hμ̃(ξw, qh) = −
∫
I

ηvqhdx,(3.8b) ∫
I

ξwrhdx+Hθ(ξu, rh) = −
∫
I

ηwrhdx,(3.8c)

that hold for any ph, qh, rh ∈ V k
h . In what follows, we will prove the optimal initial

error estimates (3.6) by two steps.

Step 1 (Proof of the estimate ‖ξv‖+‖ξw‖ ≤ C(‖ξu‖+hk+1)). Taking (ph, qh, rh) =
(ξu, ξw,−ξv), (−ξw, ξv + ξu, ξu), and (−ξu − ξv,−ξu,−ξw) consecutively in (3.8a)–
(3.8c) and summing them up, we obtain the following three identities:

‖ξu‖2 +
(
λ− 1

2

) N∑
j=1

[ξu]2j−1
2
+
(
μ− 1

2

) N∑
j=1

[ξw]2j−1
2

= −
∫
I

ηuξudx−
∫
I

ηvξwdx+

∫
I

ηwξvdx,(3.9a)

‖ξv‖2 +
∫
I

ξvξudx+ (μ− λ)

N∑
j=1

[ξu]j−1
2
[ξw]j−1

2

+ (μ+ θ − 1)
N∑
j=1

[ξv]j−1
2
[ξw]j−1

2
−
(
θ − 1

2

) N∑
j=1

[ξu]2j−1
2

=

∫
I

ηuξwdx−
∫
I

ηvξvdx−
∫
I

(ηv + ηw)ξudx,(3.9b)

−‖ξu‖2 − ‖ξw‖2 − 2

∫
I

ξvξudx−
(
λ− 1

2

) N∑
j=1

[ξu]2j−1
2
+
(
θ − 1

2

) N∑
j=1

[ξv]
2
j−1

2

+ (μ− λ)
N∑
j=1

[ξu]j−1
2
[ξv]j−1

2
− (θ − μ)

N∑
j=1

[ξu]j−1
2
[ξw]j−1

2

=

∫
I

(ηu + ηv)ξudx+

∫
I

ηuξvdx+

∫
I

ηwξwdx.(3.9c)

In addition, taking (qh, rh) = (ξu, ξw) in (3.8b), (3.8c) and summing them up, we
have

‖ξw‖2 +
∫
I

ξvξudx+ (μ− θ)

N∑
j=1

[ξw]j−1
2
[ξu]j−1

2
(3.9d)

= −
∫
I

ηvξudx−
∫
I

ηwξwdx.

Based on the above four energy equations, we will prove the desired estimate
‖ξv‖ + ‖ξw‖ ≤ C(‖ξu‖ + hk+1) by establishing the following two relations (3.10a)
and (3.10b).
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LDG METHODS WITH GENERALIZED FLUXES 15

On one hand, performing 3·(3.9a) + γ·
(
(3.9b) + (3.9c)

)
, we get

γ‖ξv‖2 + (3− γ)‖ξu‖2 − γ‖ξw‖2 − γ

∫
I

ξvξudx+Ω

=

∫
I

−(ηv + ηw)ξudx+

∫
I

(ηu + ηw − ηv)ξvdx+

∫
I

(ηu − ηv)ξwdx,

where

Ω =
(
(3− γ)

(
λ− 1

2

)
− γ

(
θ − 1

2

)) N∑
j=1

[ξu]2j−1
2
+ 3

(
μ− 1

2

) N∑
j=1

[ξw]2j−1
2

+ γ
(
θ − 1

2

) N∑
j=1

[ξv]
2
j−1

2
+ γ(θ − λ)

N∑
j=1

[ξu]j−1
2
[ξw]j−1

2

+ γ(μ+ θ − 1)

N∑
j=1

[ξv]j−1
2
[ξw]j−1

2
+ γ(θ − λ)

N∑
j=1

[ξu]j−1
2
[ξv]j−1

2
.

The reason we take 3·(3.9a) in the above manipulation is to balance the jump terms
such that Ω ≥ 0. To be more specific, we rewrite Ω as

Ω =
(
(1− γ)

(
λ− 1

2

)
+
(
λ− 1

2

)
− γ

(
θ − 1

2

)) N∑
j=1

[ξu]2j−1
2

+
1

2

(
λ− 1

2

) N∑
j=1

[ξu]2j−1
2
+

γ

2

(
θ − 1

2

) N∑
j=1

[ξv]
2
j−1

2
+ γ(θ − λ)

N∑
j=1

[ξu]j−1
2
[ξv]j−1

2

+
1

2

(
λ− 1

2

) N∑
j=1

[ξu]2j−1
2
+
(
μ− 1

2

) N∑
j=1

[ξw]2j−1
2
+ γ(θ − λ)

N∑
j=1

[ξu]j−1
2
[ξw]j−1

2

+ 2
(
μ− 1

2

) N∑
j=1

[ξw]2j−1
2
+

γ

2

(
θ − 1

2

) N∑
j=1

[ξv]
2
j−1

2
+ γ(μ+ θ − 1)

N∑
j=1

[ξv]j−1
2
[ξw]j−1

2
.

Then, by the same technique as that in the proof of B2 in Proposition 2.4, we can
easily prove the first line in Ω is nonnegative. Moreover, by the same arguments as
those in the analysis of B1,B3,B4 we can also prove the second to the fourth lines
in Ω are nonnegative, respectively. Hence we conclude that Ω ≥ 0.

It thus follows from the Cauchy–Schwarz inequality, optimal approximation prop-
erties (3.5a), (3.5b) in Lemma 3.2, and Young’s inequality that

γ‖ξv‖2 ≤ 3γ

4
‖ξv‖2 + C1‖ξw‖2 + C2(‖ξu‖2 + h2k+2),

where C1 > 0 and C2 = C2(‖u‖k+3, γ) > 0, which is

‖ξv‖2 ≤ C2
w‖ξw‖2 + C3(‖ξu‖2 + h2k+2),

where C2
w = 4C1

γ , C3 = 4C2

γ are positive constants independent of h. Consequently,

we arrive at

(3.10a) ‖ξv‖ ≤ Cw‖ξw‖+ C(‖ξu‖+ hk+1).
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16 JIA LI, DAZHI ZHANG, XIONG MENG, AND BOYING WU

On the other hand, performing (3.9a) + γ·(3.9d), we have

γ‖ξw‖2 + γ

∫
I

ξvξudx+ ‖ξu‖2 +
(
λ− 1

2

) N∑
j=1

[ξu]2j−1
2

+
(
μ− 1

2

) N∑
j=1

[ξw]2j−1
2
+ γ(μ− θ)

N∑
j=1

[ξw]j−1
2
[ξu]j−1

2

=−
∫
I

(ηu + ηv)ξudx−
∫
I

ηwξvdx−
∫
I

(ηv + ηw)ξwdx.

Similar to that in the proof of (3.10a), we can use Young’s inequality with suitable
weights dependent on γ and Cw in (3.10a) to get

(3.10b) (Cw +
1

2
)‖ξw‖ ≤ 1

2
‖ξv‖+ C(‖ξu‖+ hk+1).

A combination of (3.10a) and (3.10b) leads to the desired estimate

(3.11) ‖ξv‖+ ‖ξw‖ ≤ C(‖ξu‖+ hk+1).

Step 2 (Proof of the estimate ‖ξu‖ ≤ Chk+1). The estimate ‖ξu‖ ≤ Chk+1 follows
immediately by substituting (3.11) into (3.9a) and using optimal approximation
properties in Lemma 3.2. This completes the proof of Lemma 3.4. �

The validity of Lemma 3.4 will be numerically confirmed by Example 5.1. More-
over, as a consequence of the choice of numerical initial condition (3.2), we have for
the LDG scheme (2.15) the optimal approximation estimate for ut at t = 0.

Corollary 3.5. If we take (3.2) as our numerical initial condition for the LDG
scheme (2.15), then we have

‖ut(0)− uht
(0)‖ ≤ Chk+1,

where C is independent of mesh size h.

Proof. For the LDG scheme (2.15a), by Galerkin orthogonality, we have the follow-
ing error equation: ∫

I

eut
phdx+Hλ(eu, ph) +Hθ̃(ev, ph) = 0,

which also holds for t = 0, due to the continuity of LDG solutions with respect to
the time variable. The above error equation for t = 0 in combination with the error
equation of our designed numerical initial condition (3.7a) implies that at t = 0

(3.12)

∫
I

eut
phdx =

∫
I

euphdx.

The proof of Corollary 3.5 now follows by taking ph = ξut
(0) together with the

initial estimates in Lemma 3.4 and approximation properties in Lemma 3.2. �

The numerical initial condition (3.2) is not the only choice for proving optimal
error estimates. Alternatively, the following choice of numerical initial condition is
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LDG METHODS WITH GENERALIZED FLUXES 17

also valid:

−K

∫
Ij

vhphdx+Hλ(uh, ph) +Hθ̃(vh, ph) =

∫
Ij

g phdx,(3.13a) ∫
Ij

vhqhdx−Hμ̃(wh, qh) = 0,(3.13b) ∫
Ij

whrhdx−Hθ(uh, rh) = 0,(3.13c) ∫
Ij

(u0 − uh)dx = 0,(3.13d)

that holds for any ph, qh, rh ∈ V k
h and j = 1, . . . , N with a sufficiently large constant

K > 0, which is the LDG approximation to the steady–state problem

−Kuxx + ux + uxxx = g(x)

with a suitable g such that its exact solution is u0(x).
The existence and optimal approximation properties for u0, w0, v0 (and further

ut(0)) can be proved following the arguments similar to those in the proof of Lem-
mas 3.1 and 3.4. Hence, we only show a sketch of the proof. Basically, the existence
can be derived by combining Lemma 3.1 and the conservative property (3.13d). The
optimal approximation properties for u0, w0, v0 can be proved by establishing three
relations

‖ξu‖ ≤ Cw‖ξw‖+ C‖ξv‖+ Chk+1,(3.14a)

(
Cw +

1

2

)
‖ξw‖ ≤ 1

2
‖ξu‖+ C‖ξv‖+ Chk+1,(3.14b)

‖ξv‖ ≤ Chk+1,(3.14c)

where C,Cw are constants independent of h. Specifically, (3.14a) is deduced from
the duality argument; (3.14b) follows from an energy analysis similar to that in the
proof of Lemma 3.4, and (3.14c) is obtained by chosen a sufficiently large K.

4. Optimal a priori error estimates

We are now ready to show optimal a priori error estimates of the LDG scheme
(2.15) with generalized numerical fluxes (2.5) and (2.6).

For any t > 0, denote

eu = u− uh = (u− Pθu) + (Pθu− uh) = ηu + ξu,

ew = w − wh = (w − Pμ̃w) + (Pμ̃w − wh) = ηw + ξw,

ev = v − vh = (v − Pθ̃,λv) + (Pθ̃,λv − vh) = ηv + ξv.

By Galerkin orthogonality, we have the following error equations:∫
I

eut
phdx+Hλ(eu, ph) +Hθ̃(ev, ph) = 0,(4.1a) ∫

I

evqhdx−Hμ̃(ew, qh) = 0,(4.1b) ∫
I

ewrhdx−Hθ(eu, rh) = 0,(4.1c)

which hold for any ph, qh, rh ∈ V k
h . Using the same argument as that in the proof

of Proposition 2.4 and taking into account Lemma 3.3, we obtain the following five
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18 JIA LI, DAZHI ZHANG, XIONG MENG, AND BOYING WU

identities for ξu, ξv, ξut
, and ξw:

R1 =
1

2

d

dt
‖ξu‖2 +

(
λ− 1

2

) N∑
j=1

[ξu]2j−1
2
+
(
μ− 1

2

) N∑
j=1

[ξw]2j−1
2

+

∫
I

ηut
ξudx+

∫
I

ηvξwdx−
∫
I

ηwξvdx = 0,(4.2a)

R2 =
1

2

d

dt
‖ξv‖2 +

∫
I

ξvtξudx−
(
θ − 1

2

) N∑
j=1

[ξut
]2j−1

2

+ (μ+ θ − 1)

N∑
j=1

[ξwt
]j−1

2
[ξv]j−1

2
+ (μ− λ)

N∑
j=1

[ξu]j−1
2
[ξwt

]j−1
2

−
∫
I

ηut
ξwt

dx+

∫
I

ηvtξvdx+

∫
I

ηwt
ξut

dx+

∫
I

ηvtξudx = 0,(4.2b)

R3 =
1

2

d

dt
‖ξut

‖2 +
(
λ− 1

2

) N∑
j=1

[ξut
]2j−1

2
+
(
μ− 1

2

) N∑
j=1

[ξwt
]2j−1

2

+

∫
I

ηutt
ξut

dx+

∫
I

ηvtξwt
dx−

∫
I

ηwt
ξvtdx = 0,(4.2c)

R4 =
1

2

d

dt
‖ξw‖2 −

1

2

d

dt
‖ξu‖2 +

(
θ − 1

2

) N∑
j=1

[ξv]
2
j−1

2
−
(
λ− 1

2

) N∑
j=1

[ξu]2j−1
2

+ (θ − λ)
N∑
j=1

[ξu]j−1
2
[ξv]j−1

2
+ (μ− θ)

N∑
j=1

[ξw]j−1
2
[ξut

]j−1
2

−
∫
I

ηut
ξvdx−

∫
I

ηut
ξudx+

∫
I

ηvξut
dx+

∫
I

ηwt
ξwdx = 0,(4.2d)

R5 =
1

2

d

dt
‖ξw‖2 +

∫
I

ξvtξudx+ (μ− θ)
N∑
j=1

[ξwt
]j−1

2
[ξu]j−1

2

+

∫
I

ηvtξudx+

∫
I

ηwξwt
dx = 0.(4.2e)

Performing R1+R3+γ(R1+R4)+
γ
2 (R2−R5), we arrive at the following identity:

(4.3)
1

2

d

dt

(
‖ξu‖2 +

γ

2
‖ξv‖2 + ‖ξut

‖2 + γ

2
‖ξw‖2

)
+ Ξ+ Φ+Ψ = 0,

where

Ξ = B̃1 + B̃2 + B̃3 + B̃4,

and B̃i shares the same form as Bi (i = 1, 2, 3, 4) in (2.18) with uh, wh, vh, uht
, wht

replaced by ξu, ξw, ξv, ξut
, ξwt

,

Φ = γ
(∫

I

ηvξwdx−
∫
I

ηwξvdx−
∫
I

ηut
ξvdx+

∫
I

ηvξut
dx+

∫
I

ηwt
ξwdx

)

+

∫
I

ηut
ξudx+

∫
I

ηvξwdx−
∫
I

ηwξvdx

+
γ

2

(∫
I

ηvtξvdx+

∫
I

ηwt
ξut

dx
)
+

∫
I

ηutt
ξut

dx,

Ψ = −γ

2

∫
I

ηut
ξwt

dx− γ

2

∫
I

ηwξwt
dx+

∫
I

ηvtξwt
dx−

∫
I

ηwt
ξvtdx.
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LDG METHODS WITH GENERALIZED FLUXES 19

As shown in the proof of Proposition 2.4, we have that

(4.4a) Ξ ≥ 0.

By the Cauchy–Schwarz inequality and optimal approximation properties (3.5a),
(3.5b), we obtain

(4.4b) |Φ| ≤ Ch2k+2 +
1

2

(
‖ξu‖2 +

γ

8
‖ξv‖2 + ‖ξut

‖2 + γ

8
‖ξw‖2

)
.

Here and below, we have used the fact (Pθu)t = Pθut since the projection operator
Pθ and the differential operator are both linear. Integrating Ψ with respect to time
between 0 and t, and using integration by parts we get

∫ t

0

Ψdτ =

∫
I

(
− γ

2
(ηut

ξw + ηwξw)|t0 + (ηvtξw − ηwt
ξv)|t0

)
dx

+

∫ t

0

∫
I

(γ
2
(ηutt

ξw + ηwt
ξw) + (ηwtt

ξv − ηvttξw)
)
dxdτ.

By using the Young’s inequality together with Lemmas 3.2 and 3.4 and Corollary
3.5, we have

(4.4c)
∣∣∣
∫ t

0

Ψdτ
∣∣∣ ≤ Ch2k+2 +

γ

8

(
‖ξv‖2 + ‖ξw‖2

)
+

γ

16

∫ t

0

(
‖ξv‖2 + ‖ξw‖2

)
dτ.

Now we integrate (4.3) with respect to time between 0 and t, and take into account
estimates (4.4a)–(4.4c) to obtain

‖ξu(t)‖2 +
γ

4
‖ξv(t)‖2 + ‖ξut

(t)‖2 + γ

4
‖ξw(t)‖2

≤
∫ t

0

(
‖ξu(t)‖2 +

γ

4
‖ξv(t)‖2 + ‖ξut

(t)‖2 + γ

4
‖ξw(t)‖2

)
dτ + Ch2k+2,

where we have also used optimal initial error estimates in Lemma 3.4 and Corollary
3.5. Then, a simple application of Gronwall’s inequality leads to

‖ξu(t)‖+
γ

4
‖ξv(t)‖+ ‖ξut

(t)‖+ γ

4
‖ξw(t)‖ ≤ Chk+1.

By combining the above error estimates and the approximation properties of the
projections in Lemma 3.2, we have the following optimal error estimates.

Theorem 4.1. Assume the exact solution of (2.1) is smooth enough, e.g., u ∈
L∞([0, T ];Hk+3(I)). Then for the LDG solutions with generalized numerical fluxes
(2.15), we have the following optimal error estimates:

(4.5) ‖eu(t)‖+
γ

4
‖ev(t)‖+ ‖eut

(t)‖+ γ

4
‖ew(t)‖ ≤ Chk+1,

where γ is defined in (2.13), and C is independent of h.

Remark 4.2. Similarly, for the LDG scheme (2.20) with fluxes (2.5), (2.7), and
(2.22) with fluxes (2.8), Theorem 4.1 still holds.
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20 JIA LI, DAZHI ZHANG, XIONG MENG, AND BOYING WU

5. Numerical experiments

The purpose of this section is to numerically validate the sharpness of theoretical
results as well as advantages of generalized fluxes for long time integrations. Various
groups of fluxes (λ, θ, μ) are considered.

Example 5.1. In this example, we provide a numerical experiment to confirm
optimal initial error estimates in Lemma 3.4. Here we take u0 = sin(x).

As we can see, equations (3.2) can be rewritten as a linear system. In fact, if
we denote the polynomial coefficients as a column vector �u of size N(k + 1), then
(3.2c) can be represented by �w = Lθ�u, where Lθ is a circulant block matrix of size
N(k + 1) ×N(k + 1). Similarly, we have �v = Lμ̃ �w for (3.2b). Then (3.2a) can be
written in the following linear system:(

I + Lλ + Lθ̃Lμ̃Lθ

)
�u = �g,

where I is an identity matrix and �g is a column vector of size N(k + 1) consisting
of the integral of the source term in (3.2). By solving the above linear system, we
can obtain uh and further wh, vh at t = 0.

Table 5.1. L2 errors and orders for Example 5.1 using P k poly-
nomials with different λ, θ, and μ on a uniform mesh of N cells.

N

λ = 1.2 λ = 0.7 λ = 1.1
θ = 0.8 θ = 0.9 θ = 1.1
μ = 1.1 μ = 1.1 μ = 0.8

L2 error Order L2 error Order L2 error Order

P 0

20 5.04E-01 – 3.84E-01 – 4.19E-01 –
40 2.91E-01 0.78 2.13E-01 0.85 2.33E-01 0.84
80 1.58E-01 0.88 1.12E-01 0.92 1.24E-01 0.92
160 8.22E-02 0.94 5.76E-02 0.96 6.37E-02 0.96

P 1

20 1.54E-02 – 1.23E-02 – 9.74E-03 –
40 3.86E-03 1.99 3.09E-03 2.00 2.40E-03 2.02
80 9.67E-04 2.00 7.73E-04 2.00 5.99E-04 2.00
160 2.42E-04 2.00 1.93E-04 2.00 1.50E-04 2.00

P 2

20 2.13E-04 – 2.39E-04 – 2.99E-04 –
40 2.66E-05 3.01 2.98E-05 3.00 3.75E-05 2.99
80 3.32E-06 3.00 3.72E-06 3.00 4.70E-06 3.00
160 4.15E-07 3.00 4.66E-07 3.00 5.87E-07 3.00

P 3

20 7.14E-06 – 5.90E-06 – 4.71E-06 –
40 4.55E-07 3.97 3.71E-07 3.99 2.95E-07 4.00
80 2.86E-08 3.99 2.32E-08 4.00 1.84E-08 4.00
160 1.83E-09 3.96 1.53E-09 3.92 1.17E-09 3.98

Table 5.1 lists the L2 errors and orders for Example 5.1 with different choices of
the weights λ, θ, and μ. We take the uniform mesh and use piecewise polynomials
of degree 0 ≤ k ≤ 3. From Table 5.1, we can always observe the desired (k + 1)th
order of accuracy for the numerical initial condition with different weights, which
verifies the sharpness of Lemma 3.4.

Example 5.2. To verify Theorem 4.1, consider (2.1) with initial condition u(x, 0) =
sin(2x). The exact solution to this problem is

u(x, t) = sin(2x+ 6t).

We use the LDG scheme (2.15) with fluxes (2.5) and (2.6).
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LDG METHODS WITH GENERALIZED FLUXES 21

In this example, we use the specially designed numerical solution to (3.2) as
our numerical initial condition. The time discretization is taken as the third order
explicit total variation diminishing Runge–Kutta method, and the time step is
taken as Δt = κ h3 with a suitable CFL number κ. Table 5.2 lists the L2 errors
and orders for Example 5.2, from which we can always observe the expected (k+1)th
order of accuracy. The CFL number κ is also given in the table, and a larger CFL
number (the first column) is allowed in our computation, when compared with the
traditional upwind and alternating fluxes (the third column).

Table 5.2. L2 errors and orders for Example 5.2 using P k poly-
nomials with different λ, θ, and μ on a uniform mesh of N cells.
T = 0.1.

N

λ = 0.6 λ = 1.7 λ = 1.0 λ = 0.7
θ = 0.6 θ = 0.8 θ = 1.0 θ = 1.1
μ = 0.8 μ = 0.7 μ = 1.0 μ = 1.2

L2 error Order L2 error Order L2 error Order L2 error Order

P 0

20 4.45E-01 – 9.53E-01 – 5.57E-01 – 1.09E-00 –
40 2.17E-01 1.04 4.74E-01 1.01 3.01E-01 0.94 6.34E-01 0.78
60 1.44E-01 1.01 3.17E-01 0.99 2.05E-01 0.94 4.41E-01 0.89
80 1.08E-01 1.00 2.39E-01 0.99 1.56E-01 0.96 3.37E-01 0.93
100 8.62E-02 1.00 1.92E-01 0.99 1.25E-01 0.97 2.73E-01 0.95

P 1

κ = 0.033 κ = 0.03 κ = 0.011 κ = 0.0009
20 9.61E-02 – 6.09E-02 – 4.40E-02 – 3.98E-02 –
40 3.33E-02 1.53 1.54E-02 1.99 1.07E-02 2.03 9.67E-03 2.04
60 1.67E-02 1.71 6.85E-03 1.99 4.75E-03 2.01 4.27E-03 2.01
80 9.87E-03 1.82 3.86E-03 2.00 2.67E-03 2.01 2.40E-03 2.01
100 6.48E-03 1.88 2.47E-03 2.00 1.71E-03 2.00 1.53E-03 2.00

P 2

κ = 0.0045 κ = 0.003 κ = 0.0014 κ = 0.0071
20 1.49E-03 – 1.75E-03 – 2.12E-03 – 2.30E-03 –
40 1.80E-04 3.05 2.14E-04 3.03 2.67E-04 2.99 2.97E-04 2.95
60 5.30E-05 3.02 6.31E-05 3.01 7.94E-05 3.00 8.86E-05 2.98
80 2.23E-05 3.01 2.66E-05 3.00 3.35E-05 3.00 3.75E-05 2.99
100 1.14E-05 3.00 1.36E-05 3.00 1.72E-05 3.00 1.92E-05 3.00

P 3

κ = 0.00103 κ = 0.0007 κ = 0.0003 κ = 0.00015
20 1.70E-04 – 1.03E-04 – 8.22E-05 – 7.63E-05 –
40 1.55E-05 3.45 7.06E-06 3.87 5.17E-06 3.99 4.73E-06 4.01
60 3.45E-06 3.71 1.42E-06 3.95 1.02E-06 4.00 9.32E-07 4.00
80 1.15E-06 3.83 4.53E-07 3.97 3.24E-07 4.00 2.95E-07 4.00
100 4.82E-07 3.89 1.86E-07 3.98 1.33E-07 4.00 1.21E-07 4.00

In addition, we have also used the standard local L2 projection as the numerical
initial condition, and we still observe optimal orders of accuracy with slightly dif-
ferent errors, indicating that the construction and analysis of the special numerical
initial condition in section 3 is for a theoretical purpose only. We thus simply use
the L2 projection for initial discretization for the following two examples. Note
that the optimal convergence orders are also observed on the nonuniform mesh and
for the L∞ norm, which, however, are omitted to save space.

Example 5.3. Consider the equation ut + 5ux + uxxx = 0, x ∈ I × (0, T ], with
the initial condition u(x, 0) = sin 2x and periodic boundary conditions. The exact
solution to this problem is u(x, t) = sin(2x− 2t).
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22 JIA LI, DAZHI ZHANG, XIONG MENG, AND BOYING WU

To investigate long time behaviors of the LDG scheme, we consider the scheme
(2.22) with fluxes (2.8) in possession of anti-viscosity property for the convection
term. Table 5.3 lists the L2 errors and orders for Example 5.3. Clearly, optimal
(k + 1)th order can be observed.

Table 5.3. L2 errors and orders for Example 5.3 using P k poly-
nomials with different λ, θ, and μ on a uniform mesh of N cells.
T = 0.1.

N

λ̃ = −0.2 λ̃ = 0.4 λ̃ = 1.0
θ = 0.6 θ = 0.6 θ = 1.0
μ = 0.6 μ = 0.6 μ = 1.0

L2 error Order L2 error Order L2 error Order

P 1

κ = 0.03 κ = 0.03 κ = 0.011
20 1.01E-01 – 8.01E-02 – 4.22E-02 –
40 4.16E-02 1.28 3.13E-02 1.35 1.06E-02 1.99
60 1.97E-02 1.84 1.62E-02 1.63 4.73E-03 2.00
80 1.11E-03 2.01 9.70E-03 1.78 2.66E-03 2.00
100 7.02E-03 2.04 6.41E-03 1.86 1.70E-03 2.00

P 2

κ = 0.004 κ = 0.004 κ = 0.0014
20 1.49E-03 – 1.49E-03 – 2.14E-03 –
40 1.80E-04 3.05 1.80E-04 3.05 2.68E-04 3.00
60 5.30E-05 3.01 5.30E-05 3.02 7.95E-05 3.00
80 2.23E-05 3.01 2.23E-05 3.01 3.35E-05 3.00
100 1.14E-05 3.00 1.14E-05 3.00 1.72E-06 3.00

As a result of downwind-biased fluxes for the convection term, the LDG scheme
is nearly energy conserving, leading to a quite slower growth of the error for long
time simulations; see Figure 5.1 concerning the time growth of the fluxes (2.8) in
comparison with the standard upwind and alternating fluxes up to T = 100, P 2,
N = 20.

0 20 40 60 80 100
0

0.01

0.02

0.03

0.04

t

L
2  e

rr
or

P2 case, N=20, T=100

(1−λ, θ, μ) = (1.0, 1.0, 1.0)
κ = 0.0014
(1−λ, θ, μ) = (0.4, 0.6, 0.6)
κ = 0.004

Figure 5.1. Time history of the L2-error of the numerical solution
in Example 5.3
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Example 5.4. To display an excellent resolution of waves, we consider the classical
soliton solutions of the nonlinear KdV equation

ut + uux + εuxxx = 0

with the exact solution being a single soliton [13, 26], namely

u(x, t) = 3c sech2 (δ((x− x0)− ct)) ,

where c = 0.3, x0 = 1, ε = 5 × 10−4, and δ = 1
2

√
c
ε . As the exact solution u

is nearly 0 when it is far away from the soliton peak, (e.g., u(−2, 0) < 10−20), so
periodic boundary conditions can be used.

In this example, the generalized numerical flux for the nonlinear term is

(5.1) f̂(u−
h , u

+
h ) = λf(u−

h ) + λ̃f(u+
h ).

Note that λ < 1/2 will lead to an anti-viscosity for the convection term. For a short
time, say T = 0.2, optimal (k + 1)th order can be observed when different weights
are chosen, as shown in Table 5.4.

Table 5.4. L2 errors and orders for Example 5.4 using P k poly-
nomials with different λ, θ, and μ on a uniform mesh of N cells.
T = 0.2.

N

λ = 0.1 λ = 0.6 λ = 1.0
θ = 0.9 θ = 0.9 θ = 1.0
μ = 0.9 μ = 0.9 μ = 1.0

L2 error Order L2 error Order L2 error Order

P 1

80 1.04E-02 – 1.19E-02 – 1.50E-02 –
100 6.69E-03 1.98 7.71E-03 1.96 9.19E-03 2.18
120 4.79E-03 1.83 5.38E-03 1.97 6.09E-03 2.25
140 3.60E-03 1.86 3.96E-03 2.00 4.29E-03 2.28
160 2.80E-03 1.88 3.03E-03 2.01 3.16E-03 2.28

P 2

80 1.25E-03 – 1.20E-03 – 1.22E-03 –
100 5.88E-04 3.39 5.98E-04 3.13 6.19E-04 3.03
120 3.34E-04 3.10 3.38E-04 3.13 3.57E-04 3.03
140 2.07E-04 3.11 2.09E-04 3.13 2.23E-04 3.03
160 1.37E-04 3.08 1.38E-04 3.10 1.49E-04 3.02

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

(a) N=80, T=200/3

(λ, θ, μ)= (1.0, 1.0, 1.0)
(λ, θ, μ)=(0.6, 0.9, 0.9)
(λ, θ, μ)= (0.4, 0.9, 0.9)
(λ, θ, μ)= (0.1, 0.9, 0.9)
exact solution

−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15 0.2

0.7

0.75

0.8

0.85

0.9

0.95

(b) N=160, T=200/3

(λ, θ, μ)= (1.0, 1.0, 1.0)
(λ, θ, μ)= (0.6, 0.9, 0.9)
(λ, θ, μ)= (0.4, 0.9, 0.9)
(λ, θ, μ)= (0.1, 0.9, 0.9)
exact solution

Figure 5.2. Pointwise values of the LDG solution in Example 5.4
using P 2 polynomials, T = 200/3.
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However, the numerical solutions with different weights over long time simula-
tions behave differently. We take the final time to be T = 200

3 when the soliton
wave circulates 5 time periods on [−2, 2]. In Figure 5.2, pointwise values of LDG
solutions are shown for both N = 80 and N = 160, and we can see that the fluxes
with weights (λ, θ, μ) = (0.1, 0.9, 0.9) can capture the exact solution well without
any visible phase errors. In contrast, noticeable phase errors and the amplitude
loss can be observed for a larger number of λ. This agrees with the results of [3]
when an energy conservative DG scheme is considered.

6. Concluding remarks

In this paper, we study the LDG method with generalized numerical fluxes with
three different weights for the linearized KdV equations. A uniform stability is
proved, even for downwind-biased fluxes of the convection term. A suitable numer-
ical initial conditions in possession of optimal initial error estimates for all variables
is chosen, which is the LDG approximation to a steady–state problem. Optimal
error estimates are obtained. The downwind-biased flux for the convection term
with anti-viscosity property is helpful for long time simulations, especially in re-
ducing error growth and resolving waves. Future work includes analysis of the
LDG schemes with generalized numerical fluxes for nonlinear KdV equations and
multi-dimensional problems.

Appendix

Proof of Proposition 2.5. The proof to (2.21) is similar to that in the proof of
Proposition 2.4, so we only show a sketch.

By the same procedures as those in deriving (2.17a)–(2.17e) except for the proof
of F4 in which we now take (ph, qh, rh) = (vh + uh, uht

, wh), we have

F1 =
1

2

d

dt
‖uh‖2 +

(
λ− 1

2

) N∑
j=1

[uh]2j−1
2
+
(
μ− 1

2

) N∑
j=1

[wh]2j−1
2
= 0,

F2 =
1

2

d

dt
‖vh‖2 +

∫
I

vht
uhdx+

(
θ − 1

2

) N∑
j=1

[uht
]2j−1

2

+ (μ− λ)
N∑
j=1

[uh]j−1
2
[wht

]j−1
2
+ (μ− θ)

N∑
j=1

[vh]j−1
2
[wht

]j−1
2
= 0,

F3 =
1

2

d

dt
‖uht

‖2 +
(
λ− 1

2

) N∑
j=1

[uht
]2j−1

2
+
(
μ− 1

2

) N∑
j=1

[wht
]2j−1

2
= 0,

F4 =
1

2

d

dt

(
‖uh‖2 + ‖wh‖2

)
+
(
λ− 1

2

) N∑
j=1

[uh]2j−1
2
+

(
θ − 1

2

) N∑
j=1

[vh]2j−1
2

+2

∫
I

vhuht
dx+ (λ+ θ − 1)

N∑
j=1

[uh]j−1
2
[vh]j−1

2

+ (μ+ θ − 1)

N∑
j=1

[wh]j−1
2
[uht

]j−1
2
= 0,

F5 =
1

2

d

dt
‖wh‖2 +

∫
I

vht
uhdx+ (μ+θ−1)

N∑
j=1

[wht
]j−1

2
[uh]j−1

2
= 0.
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Performing 2F1 +
γ
4 (F2 − F5) + F3 +

γ
2F4, we obtain the final energy equality

0 =
1

2

d

dt

((
2 +

γ

2

)
‖uh‖2 +

γ

4
‖vh‖2 + ‖uht

‖2 + γ

4
‖wh‖2

)

+ γ

∫
I

vhuht
dx+ C1 + C2 + C3 + C4 + C5,

where

C1 =
(
λ− 1

2

) N∑
j=1

[uht
]2j−1

2
+2

(
μ− 1

2

) N∑
j=1

[wh]2j−1
2
+
γ

2
(μ+ θ − 1)

N∑
j=1

[wh]j−1
2
[uht

]j−1
2
,

C2 =
γ

4

(
θ − 1

2

) N∑
j=1

[vh]2j−1
2
+
(
λ− 1

2

) N∑
j=1

[uh]2j−1
2
+

γ

2
(λ+ θ − 1)

N∑
j=1

[uh]j−1
2
[vh]j−1

2
,

C3 =
(
λ− 1

2

) N∑
j=1

[uh]2j−1
2
+
1

2

(
μ− 1

2

) N∑
j=1

[wht
]2j−1

2
− γ

4
(λ+ θ − 1)

N∑
j=1

[wht
]j−1

2
[uh]j−1

2
,

C4 =
γ

4

(
θ − 1

2

) N∑
j=1

[vh]2j−1
2
+

1

2

(
μ− 1

2

) N∑
j=1

[wht
]2j−1

2
+

γ

4
(μ− θ)

N∑
j=1

[vh]j−1
2
[wht

]j−1
2
,

C5 =
γ

4

(
θ − 1

2

) N∑
j=1

[uht
]2j−1

2
+

γ

2

(
λ− 1

2

) N∑
j=1

[uh]2j−1
2
.

Using Lemmas 2.2 and 2.3, we can verify that Ci ≥ 0 for i = 1, . . . , 5. Hence,

d

dt

((
2 +

γ

2

)
‖uh‖2 +

γ

4
‖vh‖2 + ‖uht

‖2 + γ

4
‖wh‖2

)
≤ γ

(
‖vh‖2 + ‖uht

‖2
)
.

A simple application of the Gronwall’s inequality leads to (2.21). This completes
the proof of Proposition 2.5. �
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