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Abstract. We prove the existence of a complete locally Lipschitz continuous
hypersurface in weak sense with prescribed Weingarten curvature and asymp-

totic boundary at infinity in hyperbolic space under certain assumptions.

1. Introduction

This paper is devoted to the study of asymptotic Plateau type problem in hy-
perbolic space, for which, we shall use the half space model

Hn+1 = {(x, xn+1) ∈ Rn+1
∣∣xn+1 > 0}

with the metric

ds2 = x−2
n+1

n+1∑
i=1

dx2i .

Given a smooth positive function ψ in Hn+1 and a disjoint collection of smooth
closed (n− 1) dimensional submanifolds Γ = {Γ1, . . . ,Γm} at ∂∞Hn+1 = Rn×{0},
we want to find a complete connected admissible vertical graph Σ = {(x, u(x))|x ∈
Ω} satisfying

(1.1)

{
f(κ[u]) =σ

1
k

k (κ) = ψ(x, u) in Ω,

u =0 on Γ,

where κ = (κ1, . . . , κn) are the hyperbolic principal curvatures of Σ with respect to
the upward normal, the kth-Weingarten curvature

σk(κ) =
∑

1≤i1<...<ik≤n

κi1 · · ·κik

is defined on k-th G̊arding’s cone

Γk ≡ {κ ∈ Rn|σj(κ) > 0, j = 1, . . . , k},
and Ω is the bounded domain enclosed by Γ on Rn × {0}. We say Σ is admissible
if κ ∈ Γk.

The difficulty for Plateau type problem (1.1) lies in the singularity at Γ. A
common method to deal with such problem is by studying approximating Dirichlet
problem

(1.2)

{
f(κ[u]) =ψ(x, u) in Ω,

u = ϵ on Γ,
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where ϵ is a small positive constant. When ψ = σ ∈ (0, 1) is a prescribed constant
and f satisfies certain assumptions, extensive study can be found in [7, 10, 8, 9, 11],
where the estimates for solutions to (1.2) have to be ϵ-independent in order to prove
existence results for asymptotic problem (1.1). For nonconstant ψ, Szapiel [24]
investigated the existence of strictly locally convex solutions to the approximating
problem (1.2).

In [23], the author constructed a new approximating Dirichlet problem by as-
suming the existence of a strictly locally convex asymptotic subsolution. Combined
with interior estimates for the case k = 2, existence results can be concluded for
strictly locally convex solutions to asymptotic problem (1.1), even when the esti-
mates for the approximating problem depend on ϵ. In this paper, we shall continue
to adopt this idea to find admissible hypersurfaces.

Assume that there exists an admissible u ∈ C4(Ω) ∩ C0(Ω) such that

(1.3)

{
f(κ[u]) ≥ψ(x, u) in Ω,

u =0 on Γ.

Denote the ϵ-level set of u and its enclosed region in Rn by

Γϵ = {x ∈ Ω
∣∣u(x) = ϵ}, Ωϵ = {x ∈ Ω

∣∣u(x) > ϵ}.
We assume that Γϵ is a regular boundary of Ωϵ when ϵ > 0 is sufficiently small.
That is to say, Γϵ has dimension n − 1, Γϵ ∈ C4 and uγ = |Du| > 0 on Γϵ, where
γ is the unit interior normal vector field to Γϵ on Ωϵ. Here the requirement for u
to be C4 is for second order boundary estimate. Throughout this paper, we shall
consider the following approximating Dirichlet problem

(1.4)

{
f(κ[u]) =ψ(x, u) in Ωϵ,

u = ϵ on Γϵ.

Before we state our main theorems, let us first impose some compatibility con-
ditions, which are needed for boundary gradient estimate on Γϵ. For any ϵ > 0
sufficiently small, let σ ∈ (0, 1) be a constant which satisfies

(1.5) ψ(x, u) > σ
1
k

k (σ, . . . , σ) on Ωϵ

for any admissible solution u ≥ u to (1.4). Note that such σ exists in view of
Remark 2.6, and σ may depend on ϵ. Denote by rϵ0 the maximal radius of exterior
spheres to Γϵ in Rn. We impose the following compatibility conditions for (1.4) and
u:

(1.6) 0 < ϵ < rϵ0σ and σ −
√
1− σ2

rϵ0
ϵ− 1 + σ

(rϵ0)
2
ϵ2 > 0.

We note that the compatibility conditions are mild and can embrace the case when
ψ approaches 0 on Γ, at which problem (1.1) becomes both singular and degenerate.

Our first result is on the existence of admissible hypersurfaces to approximating
problem (1.4).

Theorem 1.7. Suppose that 0 < ψ(x, u) ∈ C∞(Hn+1) satisfies

(1.8) ψu − ψ

u
≥ 0,

and there exists an admissible u ∈ C4(Ω) ∩ C0(Ω) satisfying (1.3) and

(1.9) −λ(D2u) ∈ Γk+1 near Γ.
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For sufficiently small constant ϵ > 0, assume that the compatibility conditions (1.6)
hold for (5.3), (5.4) and u. Then there exists a unique smooth admissible solu-
tion uϵ ≥ u to the approximating problem (1.4) in Ωϵ. When k = n, condition
(1.8), (1.9) and (1.6) can be removed and our conclusion remains true except the
uniqueness.

The proof of Theorem 1.7 relies on the establishment of a priori second order
estimates for admissible solutions u ≥ u of (1.4). These estimates depend on ϵ,
which is the minimum of u on Ωϵ, and thus we are able to apply techniques for usual
Dirichlet problems. For the special case k = n, we refer the readers to [23], where
the estimates can be derived by property of strict local convexity. For general k,
we adopt the idea of Guan-Spruck [8] to derive C0 estimate and boundary gradient
estimate, which rely directly and inevitably on the geometry of hyperbolic space.
For global curvature estimate, we construct a test function making use of geometric
quantities in half space model, which, easily brings us to derivations similar to Jin-
Li [15], where they used spherical coordinates to find starshaped compact radial
graphs.

For second order boundary estimate, we shall generalize the idea of Ivochkina,
Lin and Trudinger [13, 18] to hyperbolic space. For barrier construction, following
[13, 18], we need to guarantee that the principal curvatures κ′ = (κ′1, . . . , κ

′
n−1) of

Γϵ with respect to γ satisfy κ′ ∈ Γ′
k on Γϵ, where

Γ′
k ≡ {κ′ ∈ Rn−1|σj(κ′) > 0, j = 1, . . . , k}.

By the relation

Dαβu = −uγκ′αδαβ on Γϵ,

where α, β < n run over the principal directions on Γϵ, we observe that λ(Dαβu)
and κ′ differ by a negative sign, which is very different from the Euclidean space
where we would have uγ ≤ 0. Therefore, we add condition (1.9). As a result,
we find two big differences due to the hyperbolic space and our problem setting.
First, condition (1.9) can not be weakened to −λ(D2u) ∈ Γk as in Euclidean space
[14]. Second, our second order boundary estimate depends on infΩϵ

ψ, while in the
Euclidean space [18], it can be independent.

To solve the asymptotic problem (1.1), we utilize the interior gradient estimate
to give a ϵ-independent C1 bound for solution sequence uϵ of (1.4) with 0 < ϵ < ϵ0

2

on fixed Ωϵ0 . By diagonal process, we can then prove the existence of a locally
Lipschitz continuous hypersurface to (1.1) in weak sense. At this point, we mention
that condition (1.8) is indispensable in Hn+1 when k < n. It is needed for both
global gradient estimate to (1.4) and interior gradient estimate (see Weng [29]). In
Rn+1, condition (1.8) becomes ψu ≥ 0, which was used by Wang [28] to obtain
interior gradient estimate. Before we state the existence theorem to problem (1.1),
we give an example of what our data can be.

Example 1.10. Let

Ω =
{
x ∈ Rn

∣∣ |x| < (1− σ2
1)

1
2R

}
,

where σ1 ∈ (0, 1) and R > 0 are constants. Let ψ = αu2, where

α =
σ

1
k

k (σ1, . . . , σ1)

(1− σ1)2R2
.
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Choose u =
√
R2 − |x|2 − σ1R. It will become clear in section 2 that κ[u] =

(σ1, . . . , σ1). For any 0 < ϵ < (1− σ1)R, we may pick

σ =
σ1ϵ

2

2(1− σ1)2R2
.

Note that rϵ0 = ∞. We can verify that all the assumptions in Theorem 1.7 are
satisfied.

Theorem 1.11. Under the assumptions of Theorem 1.7, there exists a sequence
of admissible solution uϵ ∈ C∞(Ωϵ) to (1.4) such that ϵ ↘ 0 and uϵ converges to

u ∈ C0,1
loc (Ω) ∩ C0(Ω). We call u weak admissible solution to asymptotic Plateau

problem (1.1). When k = n, condition (1.8), (1.9) and (1.6) can be removed and
our conclusion remains true. When k = n = 2 or k = 1, u can be smooth.

Our definition of weak admissible solution may be interpreted in the spirit of
Trudinger [26], which was originally defined for Hessian equations. In Section 7, we
shall prove that u is indeed a viscosity solution to (1.1), as defined in [25]. In [23], the
author applied Guan-Qiu’s idea [12] to derive interior C2 estimate for strictly locally
convex solutions when k = 2. As a result, smooth solution to asymptotic problem
(1.1) can be found in the special case k = n = 2. However, interior C2 estimate
cannot be derived for higher order Weingarten curvature equations (k ≥ 3) in view
of the counterexamples given by Pogorelov [20] and Urbas [27]. Thus, in Section 6,
we formulate some possible domains on which we wish to establish Pogorelov type
interior curvature estimate, but then we find an obstruction due to the hyperbolic
space. Therefore, we wish to answer the following questions in future work: whether
there exists a non-smooth locally Lipschitz continuous viscosity solution to (1.1)
when there is an asymptotic subsolution. If so, what is the optimal regularity of
our weak admissible solution u.

The rest of this paper is organized as follows: the proof of Theorem 1.7 is covered
in Section 2–5. Combined with interior gradient estimate in Section 6, we finish
the proof of Theorem 1.11.

2. C1 estimate

First, we shall present some preliminary knowledge which may be found in [10,
8, 9, 11, 23]. The coordinate vector fields on vertical graph of u are given by

∂i + ui∂n+1, i = 1, . . . , n,

where ∂i =
∂

∂xi
for i = 1, . . . , n+ 1 are the coordinate vector fields in Rn+1.

When Σ = {(x, u(x))|x ∈ Ω} is viewed as a hypersurface in Rn+1, its upward unit
normal, metric, inverse of the metric and second fundamental form are respectively

ν =
1

w
(−Du, 1), w =

√
1 + |Du|2,

g̃ij = δij + uiuj , g̃ij = δij −
uiuj
w2

, h̃ij =
uij
w
.

The Euclidean principal curvatures κ̃ are the eigenvalues of the symmetric matrix

ãij =
1

w
γikuklγ

lj with γik = δik − uiuk
w(1 + w)

, γik = δik +
uiuk
1 + w

.
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Note that γikγkj = δij and γikγkj = g̃ij .
When Σ = {(x, u(x))|x ∈ Ω} is viewed as a hypersurface in Hn+1, its unit upward

normal, metric, second fundamental form are given as follows

n = uν, gij =
1

u2
(δij + uiuj), hij =

1

u2w
(δij + uiuj + uuij).

The hyperbolic principal curvatures κ[u] are the eigenvalues of the symmetric ma-
trix A[u] = {aij}, whose entries are given by

aij = u2γikhklγ
lj =

1

w
γik(δkl + ukul + uukl)γ

lj =
1

w
(δij + uγikuklγ

lj).

Equation (1.1) can be written as

(2.1) f(κ[u]) = f(λ(A[u])) = F (A[u]) = ψ(x, u).

From the above discussion, we obtain the following relations.

(2.2) hij =
1

u
h̃ij +

νn+1

u2
g̃ij ,

where νn+1 = ν · ∂n+1 and · is the inner product in Rn+1. Note that this formula
indeed holds for any local frame on any hypersurface Σ which may not be a graph.
In addition, we have

(2.3) κi = uκ̃i + νn+1, i = 1, . . . , n.

In the rest of this section and section 3, 4, we will establish C2 a priori estimate
for admissible solutions u ≥ u to approximating problem (1.4). Our estimate will
depend on ϵ.

We shall need the following type of maximum principle in hyperbolic space,
which originally appears in [24].

Lemma 2.4. Let Ω′ ⊂ Ω be a domain and u, v be positive C2 functions on Ω′,
where u is admissible and κ[v] ∈ Γk. Assume that f(κ[v]) < f(κ[u]) in Ω′. If u− v
has a local maximum at x0 ∈ Ω′, then u(x0) ̸= v(x0).

Proof. Prove by contradiction. Suppose that u(x0) = v(x0). By assumption we
know that Du(x0) = Dv(x0) and D

2u(x0) ≤ D2v(x0). Therefore at x0,

A[u] =
1

w

(
δij + uγikuklγ

lj
)
≤ 1

w

(
δij + vγikvklγ

lj
)
= A[v].

Consequently, f(κ[u])(x0) ≤ f(κ[v])(x0). This is a contradiction. �

2.1. C0 estimate. For σ ∈ [0, 1), let Bσ = Bσ
R = Bσ

R(a) be a ball in Rn+1 of radius

R centered at a = (a′, −σR) and Sσ = Sσ
R = ∂Bσ

R ∩Rn+1
+ . By (2.3), we know that

κi[S
σ] = σ for all i with respect to its outward normal.

Lemma 2.5. There exists a ball Bσ
R(a) such that for any admissible solution u ≥ u

to (1.4), the graph Σϵ = {(x, u(x))|x ∈ Ωϵ} is contained in Bσ
R(a).

Proof. Let σ ∈ [0, 1) be a constant satisfying (1.5). Since Γϵ × {ϵ} is compact, we
can choose a ball Bσ

R(a) such that Γϵ × {ϵ} ⊂ Bσ
R(a). Let Σϵ be an admissible

hypersurface to (1.4). Suppose Σϵ is not contained in Bσ
R(a). Expand B

σ continu-
ously by homothetic dilation from (a′, 0) until Bσ contains Σϵ and then reverse the
procedure until Sσ has a first contact with Σϵ. However, Sσ and Σϵ can not have
a first contact by Lemma 2.4. Hence Σϵ ⊂ Bσ

R(a). �
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Remark 2.6. We can indeed obtain the C0 estimate

ϵ ≤ u ≤ u ≤ C0 on Ωϵ

for any admissible solution u ≥ u to (1.4), where ϵ > 0 is any sufficiently small
constant, ψ is any prescribed positive function on Ωϵ, and C0 is a positive constant
independent of ϵ and ψ. In fact, we can pick a ball Bσ

R(a) containing all Γϵ × {ϵ}
for sufficiently small ϵ and pick σ = 0 in the proof of Lemma 2.5.

2.2. Boundary gradient estimate. For σ ∈ (0, 1), let Bσ = Bσ
R = Bσ

R(b) be a

ball in Rn+1 of radius R centered at b = (b′, σR) and Sσ = Sσ
R = ∂Bσ

R ∩ Rn+1
+ .

Then κi[S
σ] = σ for all i with respect to its inward normal by (2.3).

Lemma 2.7. For ϵ > 0, let σ ∈ (0, 1) be a constant satisfying (1.5). Let Bσ
R(b)

be a ball such that b′ /∈ Ωϵ and dist(b′,Γϵ) >
ϵ
σ . If Bσ

R(b) ∩ (Ωϵ × {ϵ}) = ∅, then
any admissible hypersurface Σϵ = {(x, u(x))|x ∈ Ωϵ} with u ≥ u to (1.4) satisfies
Bσ

R(b) ∩ Σϵ = ∅.

Proof. Suppose that Bσ∩(Ωϵ×{ϵ}) = ∅ and Bσ∩Σϵ ̸= ∅. Shrink Bσ by homothetic
dilations from (b′, 0) until Bσ ∩ Σϵ = ∅. Then reverse the procedure until Sσ first
touches Σϵ at some point (x0, u(x0)) where x0 ∈ Ωϵ. Since Σϵ is a C2 graph,
(x0, u(x0)) must lie on the lower half of Sσ (not including the equator). Note that
Sσ is locally a graph around x0. Thus we reach a contradiction by Lemma 2.4. �

We have the following lemma for boundary gradient estimate.

Lemma 2.8. Let ϵ be a sufficiently small constant which satisfies the compatibility
conditions (1.6). Then any admissible solution u ≥ u to (1.4) satisfies

1

νn+1
<

(
σ −

√
1− σ2

rϵ0
ϵ− 1 + σ

(rϵ0)
2
ϵ2
)−1

on Γϵ.

Proof. The proof can be found in [8] which applies Lemma 2.7. �

2.3. Global gradient estimate. We first write (2.1) as

(2.9) σ
1
k

k (κ) = f(κ) = F (A[u]) = G(D2u,Du, u) = ψ(x, u).

For convenience, we denote

fi =
∂f

∂κi
, F ij =

∂F

∂aij
, Gst =

∂G

∂ust
, Gs =

∂G

∂us
, Gu =

∂G

∂u
.

Differentiate (2.9), we obtain

(2.10) Gstust1 = ψx1 + ψuu1 −Gsus1 −Guu1.

Lemma 2.11. We have

Gst =
u

w
F ijγisγtj ,

Gs = − us
w2

F ijaij −
2(wγisuq + uiγ

qs)

w(1 + w)
F ijaqj +

2

w2
F ijγisuj ,

and

Gu =
1

u

(
F ijaij −

1

w

∑
fi
)
.
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Proof. Since

G(D2u,Du, u) = F
( 1

w

(
uγikuklγ

lj + δij
))
,

by direct computation,

Gst =
∂F

∂aij

∂aij
∂ust

=
u

w
F ijγisγtj ,

Gu =
∂F

∂aij

∂aij
∂u

= F ij 1

w
γikuklγ

lj =
1

u

(
F ijaij −

1

w

∑
fi

)
,

and

Gs =
∂F

∂aij

∂aij
∂us

= F ij
(
− us
w3

(
uγikuklγ

lj + δij
)
+

2u

w

∂γik

∂us
uklγ

lj
)
.

Note that
∂γik

∂us
= −γip ∂γpq

∂us
γqk,

∂γpq
∂us

=
δpsuq + δqsup

1 + w
− upuqus

(1 + w)2w
=
δpsuq + upγ

qs

1 + w
,

and

γip up =
ui
w
,

we thus have

Gs = − us
w2

F ijaij −
2(w γis uq + ui γ

qs)

w(1 + w)
F ijaqj +

2

w2
F ijγisuj .

�

Consider the test function

Φ = ln |Du|+Au,

where A is a positive constant to be determined. Assume the maximum of Φ
is attained at x0 = (x1, . . . , xn) ∈ Ωϵ. Choose the Euclidean coordinate frame
∂1, . . . , ∂n around x0 such that at x0,

u1 = |Du| and uα = 0 for α = 2, . . . , n.

We may assume that |Du| > 1, since otherwise we are done. By simple calculation,
we immediately obtain

(2.12) γik = δik − uiuk
w(1 + w)

=

{
1/w, if i = k = 1,

δik, otherwise.

Then lnu1 +Au achieves its maximum at x0, at which, we have

(2.13)
u1i
u1

+Aui = 0,

(2.14)
Giju1ij
u1

− Giju1iu1j
u21

+AGijuij ≤ 0.

From (2.13), we have

(2.15) u11 = −Au21 and u1α = 0 for α = 2, . . . , n.
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We may rotate ∂2, . . . , ∂n such that at x0,
{
uij

}
is diagonal, and so is {aij}:

(2.16) aij =
1

w

(
δij + uγikuklγ

lj
)
=


1

w

(
1 +

uu11
w2

)
, if i = j = 1,

1

w

(
1 + uuii

)
δij , otherwise.

Consequently, {F ij} is also diagonal at x0.
By Lemma 2.11 and (2.12), we can see that {Gij} is diagonal at x0,

(2.17) Gij =


u

w3
F 11, if i = j = 1,

u

w
F iiδij , otherwise.

By Lemma 2.11, (2.12) and (2.16), we have

(2.18) −Gsus1 −Guu1 =
2uu1u

2
11

w5
F 11 +

u1
uw

∑
F ii +

(u1u11
w2

− u1
u

)
ψ,

(2.19) Gijuij =
u

w
F iiγiiγiiuii = ψ − 1

w

∑
F ii.

By (2.14), (2.10), (2.17), (2.18) and (2.19), we have

(2.20)

( 2u

w5
− u

u21w
3

)
F 11u211 −

1

w

(
A− 1

u

)∑
F ii

+
ψx1

u1
+ ψu +

(
A+

u11
w2

− 1

u

)
ψ ≤ 0.

By (2.16) and (2.15),

a11 =
1

w

(
1 +

uu11
w2

)
=

1

w

(
1− Auu21

w2

)
< 0

if A is chosen sufficiently large (which depends on ϵ). It follows that

F 11 =
1

k
σ

1
k−1

k σk−1(a22, . . . , ann)

=
1

k
σ

1
k−1

k

(
σk−1 − a11σk−2(a22, . . . , ann)

)
≥ 1

k
σ

1
k−1

k σk−1.

Then by Newton-Maclaurin inequality, we have

(2.21) c(n, k) ≤
∑

F ii =
n− k + 1

k
σ

1
k−1

k σk−1 ≤ (n− k + 1)F 11,

where c(n, k) is a positive constant.
Choosing A sufficiently large, by (2.20), (2.21), (2.15) and assumption (1.8), we

obtain an upper bound for u1.
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3. Global curvature estimate

In this section, we will derive second order estimate if we know them on the
boundary. For a hypersurface Σ, let g and ∇ denote the induced metric and Levi-
Civita connection on Σ induced from Hn+1, while g̃ and ∇̃ be the ones induced
from Rn+1. The Christoffel symbols with respect to ∇ and ∇̃ are related by the
formula

Γk
ij = Γ̃k

ij −
1

u
(uiδkj + ujδik − g̃klulg̃ij).

Consequently, for any v ∈ C2(Σ) and in any local frame on Σ,

(3.1) ∇ijv = (vi)j − Γk
ijvk = ∇̃ijv +

1

u
(uivj + ujvi − g̃klulvkg̃ij).

Lemma 3.2. In Rn+1,

(3.3) g̃klukul = |∇̃u|2 = 1− (νn+1)2,

(3.4) ∇̃iju = h̃ijν
n+1 and ∇̃ijxk = h̃ijν

k, k = 1, . . . , n,

(3.5) (νn+1)i = −h̃ij g̃jkuk,

(3.6) ∇̃ijν
n+1 = −g̃kl(νn+1h̃ilh̃kj + ul∇̃kh̃ij),

where τ1, . . . , τn is any local frame on Σ.

Proof. The identities in this Lemma can be found in [9] and the proof can be found
in [23]. �
Lemma 3.7. Let Σ be an admissible hypersurface in Hn+1 satisfying equation (2.1).
Then in a local orthonormal frame on Σ,

(3.8)

F ij∇ijν
n+1 =− νn+1F ijhikhkj +

(
1 + (νn+1)2

)
F ijhij − νn+1

∑
fi

− 2

u2
F ijhjkuiuk +

2νn+1

u2
F ijuiuj −

uk
u
ψk.

Proof. The proof can be found in [23], which utilizes the above identities. �
Now we state the main theorem in this section on global curvature estimate,

which is equivalent to global second order estimate.

Theorem 3.9. Let Σ = {(x, u(x)) |x ∈ Ωϵ} be an admissible C4 graph in Hn+1

satisfying (2.1) for some positive function ψ(x, u) ∈ C2(Hn+1). Then there exists
a positive constant C depending only on n, k, ϵ, ∥u∥C1(Ωϵ) and ∥ψ∥C2 such that

sup
x∈Ωϵ

i=1,...,n

κi(x) ≤ C
(
1 + sup

x∈Γϵ
i=1,...,n

κi(x)
)
.

Proof. First, note that

νn+1 =
1√

1 + |Du|2
≥ 2a > 0 on Σ

for some positive constant a. Let κmax(x) be the largest principal curvature of Σ
at x. Consider

M0 = sup
x∈Σ

κmax (x)

νn+1 − a
e

β
u ,
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where β is a positive constant to be determined. Assume M0 > 0 is attained at an
interior point x0 ∈ Σ. Let τ1, . . . , τn be a local orthonormal frame about x0 such
that hij(x0) = κi δij , where κ1 ≥ . . . ≥ κn are the hyperbolic principal curvatures

of Σ at x0. Thus, lnh11 − ln(νn+1 − a) + β
u has a local maximum at x0, at which,

(3.10)
h11i
h11

− ∇iν
n+1

νn+1 − a
− β

ui
u2

= 0,

(3.11)
F iih11ii
h11

− F iih211i
h211

− F ii∇iiν
n+1

νn+1 − a
+
F ii(νn+1)2i
(νn+1 − a)2

−βF ii∇iiu

u2
+βF ii 2u

2
i

u3
≤ 0.

Differentiate equation (2.1) twice,

(3.12) F iihii11 + F ij,rshij1hrs1 = ψ11 ≥ −Cκ1.

By Gauss equation, we have the following commutation formula,

(3.13) hii11 = h11ii + (κiκ1 − 1)(κi − κ1).

By (3.3), we have

(3.14) g̃klukul =
δkl
u2
ukul = 1− (νn+1)2.

By (3.1), (3.4), (3.14) and (2.2), we have

(3.15) −βF ii∇iiu

u2
+ βF ii 2u

2
i

u3
=
β

u

∑
F ii − βψ

νn+1

u
.

Combining (3.11), (3.13), (3.12), (3.8) and (3.15) yields,

(3.16)

(
κ1 −

βνn+1

u

)
ψ − C +

(β
u
+

a

νn+1 − a

)∑
fi

+
a

νn+1 − a

∑
fiκ

2
i +

2

νn+1 − a

∑
fiκi

u2i
u2

− 2νn+1

νn+1 − a

∑
fi
u2i
u2

− F ij,rshij1hrs1
κ1

− F iih211i
κ21

+
F ii(νn+1)2i
(νn+1 − a)2

≤ 0.

Let θ ∈ (0, 1) be a constant which will be determined later. Using the idea of
Jin-Li [15], we divide our discussion into two cases.

Case (i). Assume κn ≤ −θκ1. By (3.10) and Cauchy-Schwartz inequality,

−F
iih211i
κ21

+
F ii(νn+1)2i
(νn+1 − a)2

≥ −δ1
F ii(νn+1)2i
(νn+1 − a)2

−
(
1 +

1

δ1

)
β2fi

u2i
u4
,

where δ1 is a positive constant to be determined later. By (3.5) and (2.2),

(3.17) (νn+1)i =
ui
u
(νn+1 − κi).

In view of (3.14), we have

(3.18)

− F iih211i
κ21

+
F ii(νn+1)2i
(νn+1 − a)2

≥− 2δ1
(νn+1 − a)2

∑
fiκ

2
i −

( 2δ1
(νn+1 − a)2

+
β2

u2
(
1 +

1

δ1

))∑
fi.
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By (3.14) and Cauchy-Schwartz inequality,

(3.19)

2

νn+1 − a

∑
fiκi

u2i
u2

− 2νn+1

νn+1 − a

∑
fi
u2i
u2

≥− 2

νn+1 − a

∑
fi|κi| −

2

νn+1 − a

∑
fi

≥− 1

δ2(νn+1 − a)

∑
fi −

δ2
(νn+1 − a)

∑
fiκ

2
i −

2

νn+1 − a

∑
fi,

where δ2 is a positive constant to be determined later.
By assumption,

(3.20)
∑

fiκ
2
i ≥ fnκ

2
n ≥ 1

n

∑
fiθ

2κ21 =
θ2

n
κ21

∑
fi.

Therefore, by (3.18) with δ1 = a2

8 , (3.19) with δ2 = a
4 and (3.20), inequality (3.16)

reduces to(β
u
+

a

νn+1 − a
− 2δ1

(νn+1 − a)2
− β2

u2
(
1 +

1

δ1

)
− 1

δ2(νn+1 − a)
− 2

νn+1 − a

)∑
fi

+
(
κ1 −

βνn+1

u

)
ψ − C +

a

2(νn+1 − a)

θ2

n
κ21

∑
fi ≤ 0.

Also note that
∑
fi ≥ c(n, k) by Newton-Maclaurin inequality, we thus obtain an

upper bound for κ1.

Case (ii). Assume κn > −θκ1. Denote

J = {i | f1 ≥ θ2fi}, L = {i | f1 < θ2fi}.
By (3.10), Cauchy-Schwartz inequality, (3.17) and (3.14),

(3.21)

−
∑
i∈J

F iih211i
κ21

+
F ii(νn+1)2i
(νn+1 − a)2

≥− δ3
F ii(νn+1)2i
(νn+1 − a)2

−
(
1 +

1

δ3

)
β2

∑
i∈J

fi
u2i
u4

≥− 2δ3
(νn+1 − a)2

∑
fi −

2δ3
(νn+1 − a)2

∑
fiκ

2
i −

(
1 +

1

δ3

)β2f1
θ2u2

.

Using an inequality of Andrews [1] and Gerhardt [5],

−F ij,rshij1hrs1 ≥
∑
i ̸=j

fi − fj
κj − κi

h2ij1 ≥ 2
∑
i≥2

fi − f1
κ1 − κi

h2i11

and taking θ = 1
2 , we have

(3.22) −F
ij,rshij1hrs1

κ1
−
∑
i∈L

F iih211i
κ21

≥ 2(1− θ)

κ21

∑
i∈L

fih
2
11i −

∑
i∈L

F iih211i
κ21

= 0.

By (3.22), (3.21) with δ3 = a2

8 and (3.19) with δ2 = a
4 , (3.16) reduces to(β

u
+

a

νn+1 − a
− 2δ3

(νn+1 − a)2
− 1

δ2(νn+1 − a)
− 2

νn+1 − a

)∑
fi

+
(
κ1 −

βνn+1

u

)
ψ − C +

a

2(νn+1 − a)

∑
fiκ

2
i −

(
1 +

1

δ3

)β2f1
θ2u2

≤ 0.
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Taking β sufficiently large, we obtain an upper bound for κ1. �

4. Second order boundary estimate

4.1. Tangential-normal second derivative estimate. For an arbitrary point
on Γϵ, we may assume it to be the origin of Rn. Choose a coordinate system so
that the positive xn axis points to the interior normal of Γϵ at 0. There exists a
uniform constant r > 0 such that Γϵ ∩Br(0) can be represented as a graph

xn = ρ(x′) =
1

2

∑
s,t<n

Bstxsxt +O(|x′|3), x′ = (x1, . . . , xn−1).

Let u ∈ C3(Ωϵ) be an admissible solution to (2.1) satisfying u ≥ u in Ωϵ and
u = ϵ on Γϵ. For the tangential-normal second derivative estimate, consider for
t < n,

W = ut + unρt −
1

2

∑
s<n

u2s.

By direct calculation,

(4.1) DiW = uti + uniρt + unρti −
∑
s<n

ususi,

(4.2) DijW = utij + unijρt + uniρtj + unjρti + unρtij −
∑
s<n

ususij −
∑
s<n

usiusj .

Following [13, 18, 14], we write equation (2.1) in the following equivalent form

(4.3) G(D2u,Du, u) = F
(
uγliuijγ

jm + δlm

)
= ψ(x, u)w = Ψ(x, u,Du).

Denote

Gij =
∂G
∂uij

, Gi =
∂G
∂ui

, Gu =
∂G
∂u

, Ψi =
∂Ψ

∂ui
,

and
L = GijDij −ΨiDi.

In order to give an estimation for LW , we need to choose a special local frame,
which was utilized by Ivochkina [13]. For fixed x0 ∈ Ωϵ, choose a local frame
τ1, . . . , τn around x0 on Ωϵ such that

τα + uτα∂n+1, α = 1, . . . , n

is a local orthonormal frame around (x0, u(x0)) on Σϵ = {(x, u(x)) |x ∈ Ωϵ} and in
addition they are principal directions at (x0, u(x0)) on Σϵ. In fact, we can choose

τα = Pαluγ
li∂i, α = 1, . . . , n,

where P = (Pij) is a constant orthogonal matrix such that

Pαl
uγliuijγ

jm + δlm
w

(x0)Pβm

is diagonal. Then we can verify that⟨
τα + uτα∂n+1, τβ + uτβ∂n+1

⟩
=

1

u2
(
τα · τβ + uταuτβ

)
=Pαlγ

li
(
δij + uiuj

)
γjmPβm = δαβ ,



HYPERSURFACES OF PRESCRIBED CURVATURE 13

where ⟨ , ⟩ is the inner product in hyperbolic space, and · is the inner product in
Euclidean space. In addition,

uτα = uPαlγ
liui, uτατβ = u2PαlPβmγ

liγmjuij ,

(4.4)

aτατβ = hτατβ = Pαluγ
liPβmuγ

mjhij

=Pαl

(δlm
w

+
uγliγmjuij

w

)
Pβm =

δαβ
w

+
uτατβ

uw
,

and aτατβ (x0) is diagonal.
Throughout this subsection, Greek letter α, β, . . . are from 1 to n. Denote

Aαβ = Pαl

(
δlm + uγliγmjuij

)
Pβm = δαβ +

uτατβ

u
.

Equation (4.3) can also be expressed as

(4.5) G(D2u,Du, u) = F (Aαβ) = f(λ) = Ψ(x, u,Du).

Then denote

Fαβ =
∂F

∂Aαβ
, fα =

∂f

∂λα
.

At x0, we have

Aαβ = λαδαβ , Fαβ = fαδαβ .

By direct calculation similar to Lemma 2.11, we have the following lemma.

Lemma 4.6. At x0, we have

Gij = ufαPαlγ
liPαmγ

mj ,

Gi = −2Pαlγ
liPαquq
w

fα(λα − 1),

Gu =
1

u

(
Ψ−

∑
fα

)
,

Ψi = ψ(x, u)
ui
w
.

Proof.

Gij =
∂F

∂Aαβ

∂Aαβ

∂uij
= uFαβPαlγ

liγmjPβm = ufαPαlγ
liPαmγ

mj .

Gu = FαβPαlγ
liuijPβmγ

jm =
1

u

(
Ψ−

∑
fα

)
.

Gs =
∂F

∂Aαβ

∂Aαβ

∂us
= 2uFαβPαl

∂γli

∂us
uijγ

jmPβm.

Note that

∂γli

∂us
= −γlp ∂γpq

∂us
γqi,

∂γpq
∂us

=
δpsuq + upγ

qs

1 + w
, γlpup =

ul
w
.

Therefore,

Gs = −2fαPαl
γlsuqw + ulγ

qs

(1 + w)w
Pαq(λα − 1) = −2Pαlγ

lsPαquq
w

fα(λα − 1).

�



14 ZHENAN SUI AND WEI SUN

Differentiating (4.5), we have

(4.7) Gijuijk + Giuik + Guuk = (ψxk
+ ψuuk)w +Ψiuik.

By (4.1), (4.2), (4.7) and Lemma 4.6, we have

(4.8)

LW =(ψxt + ψuut)w + ρt(ψxn + ψuun)w − Gu(ut + unρt)

+ 2Gijuniρtj + Gijunρtij −Ψiunρti − GiDiW + Giunρti

−
∑
s<n

(ψxsw + ψuusw − Guus)us −
∑
s<n

Gijusiusj

≤C
∑

fα + 2Gijuniρtj − GiDiW + Giunρti −
∑
s<n

Gijusiusj .

By Lemma 4.6,

(4.9) 2Gijuniρtj = 2fαPαlγ
li(λα − 1)Pαmγmnρti ≤ δ1

∑
fαλ

2
α +

C

δ1

∑
fα,

where δ1 is a positive constant to be determined later,

(4.10)

− GiDiW + Giunρti

=
2Pαquq
uw

fα(λα − 1)DταW +
2Pαquq
w

fα(−λα + 1)unPαlγ
liρti

≤δ1
∑

fαλ
2
α +

C

δ1

(∑
fα(DταW )2 +

∑
fα

)
,

and

(4.11)

∑
s<n

Gijuisujs =
1

u
fα(λα − 1)2

∑
s<n

(Pαlγls)
2

≥ 1

2u

∑
fαλ

2
α

∑
s<n

(Pαlγls)
2 − C

∑
fα.

Taking (4.9)–(4.11) into (4.8),

(4.12)

LW ≤ 2δ1
∑

fαλ
2
α − 1

2u

∑
fαλ

2
α

∑
s<n

(Pαlγls)
2

+
C

δ1

∑
fα +

C

δ1

∑
fα(DταW )2.

Using Ivochkina’s method [13], we divide our discussion into two cases.
Case (i). Suppose for any α = 1, . . . , n,∑

s<n

(Pαlγls)
2 ≥ ϵ21,

where ϵ1 is a positive constant to be determined. Picking δ1 <
ϵ21

4 supΩϵ
u , (4.12)

reduces to

(4.13) LW ≤ C
∑

fα + C
∑

fα(DταW )2.

Case (ii). If for some β ∈ {1, . . . , n},∑
s<n

(Pβlγls)
2 < ϵ21.
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For any α ̸= β, consider the Laplace expansion along the αth row

w =det(Pαlγlj) ≤
∑
s<n

|Pαlγls|(n− 1)!wn−1 + |Pαlγln|(n− 1)!ϵ1w
n−2.

Thus, we can pick any

0 < ϵ1 <
1

2(n− 1)!(supw)n−2
,

and obtain for α ̸= β,∑
s<n

(Pαlγls)
2 > ϵ22 with ϵ2 =

1

2n!(supw)n−2
.

Consequently, (4.11) can be estimated as

(4.14)
∑
s<n

Gijuisujs ≥
ϵ22
2u

∑
α ̸=β

fαλ
2
α − C

∑
fα.

Next, we shall derive an inequality in place of (4.9). Note that (4.9) can be
replaced by

2Gijuniρtj ≤ δ2
∑
α ̸=β

fαλ
2
α +

C

δ2

∑
fα + 2fβPβlγ

liλβPβmγmnρti,

where δ2 is a positive constant to be determined, and

fβλβ = Ψ−
∑
α ̸=β

fαλα.

Therefore, (4.9) can be replaced by

(4.15) 2Gijuniρtj ≤ 2δ2
∑
α ̸=β

fαλ
2
α +

C

δ2

∑
fα.

Similarly, we can replace (4.10) by the following inequality.

(4.16)

− GiDiW + Giunρti

≤ 2Pβquq
uw

fβλβDτβW +
3δ2
2

∑
α̸=β

fαλ
2
α +

C

δ2

(∑
fα(DταW )2 +

∑
fα

)
.

Now, we need to give an estimation for
2Pβquq

uw fβλβDτβW . We use Ivochkina’s
method [13] to divide the discussion into two subcases.

Subcase (i). Suppose 2σk−1(λ|β) > σk−1. Then

2Pβquq
uw

fβλβDτβW =
2Pβquq
uw

ΨDτβW − 2Pβquq
uw

∑
α ̸=β

fαλαDτβW

≤ C|DW |+ δ2
2

∑
α ̸=β

fαλ
2
α +

C

δ2

∑
α ̸=β

fα(DτβW )2

≤ C|DW |+ δ2
2

∑
α ̸=β

fαλ
2
α +

C

δ2
(2n− 2k + 1)fβ(DτβW )2.



16 ZHENAN SUI AND WEI SUN

Hence, (4.16) reduces to

−GiDiW + Giunρti ≤ C|DW |+ 2δ2
∑
α ̸=β

fαλ
2
α +

C

δ2

(∑
fα(DταW )2 +

∑
fα

)
.

Taking this inequality, (4.15), (4.14) into (4.8), and choosing δ2 <
ϵ22

8 supu , we obtain

(4.17) LW ≤ C|DW |+ C
(∑

fα(DταW )2 +
∑

fα

)
.

Subcase (ii). Suppose 2σk−1(λ|β) ≤ σk−1. Then we have λβ > 0.
If σk(λ|β) ≥ 0, then

0 < fβλβ =
1

k
σ

1
k−1

k

(
σk − σk(λ|β)

)
≤ 1

k
σ

1
k

k .

Consequently,

(4.18)
∣∣∣2Pβquq

uw
fβλβDτβW

∣∣∣ ≤ C|DW |.

Now we assume σk(λ|β) < 0. By (4.1) and ∂i =
1
uPαlγliτα,

DτβW = utτβ + ρtτβun + ρtunτβ −
∑
s<n

ususτβ

=(Pβlγlt + Pβlγlnρt)(λβ − 1) + ρtτβun −
∑
s<n

usPβlγls(λβ − 1).

It follows that,

(4.19)

2Pβquq
uw

fβλβDτβW =
1

k
σ

1
k−1

k

(
σk − σk(λ|β)

)2Pβquq
uw

DτβW

≤C|DW | − 1

k
σ

1
k−1

k σk(λ|β)
2Pβquq
uw

DτβW

≤C|DW | − 1

k
σ

1
k−1

k σk(λ|β)
(
C(ϵ1 + |ρt|)λβ + C

)
.

Note that

(4.20) −1

k
σ

1
k−1

k σk(λ|β) = −1

k
σ

1
k−1

k

(
σk − λβσk−1(λ|β)

)
=
k − 1

k
σ

1
k

k −
∑
α ̸=β

fαλα.

Also, using an inequality of Ivochkina [13] (see also an improved version of Lin-
Trudinger [17])

σk+1(λ|β) ≤ C(n, k)
∑
α ̸=β

σk−1(λ|α)λ2α,

we have

(4.21)

− 1

k
σ

1
k−1

k σk(λ|β)λβ = −1

k
σ

1
k−1

k

(
σk+1 − σk+1(λ|β)

)
=
1

k
σ

1
k−1

k

(1
k

∑
α ̸=β

σk−1(λ|α)λ2α +
1 + k

k
σk+1(λ|β)−

1

k
σkσ1(λ|β)

)
≤1

k
σ

1
k−1

k

(
C(n, k)

∑
α ̸=β

σk−1(λ|α)λ2α − 1

k
σkσ1(λ|β)

)
≤ C

∑
α ̸=β

fαλ
2
α + C,
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where the last inequality is true because if k ≥ 2, then σ1(λ|β) > 0; while if k = 1,

C(n, k)
∑
α ̸=β

σk−1(λ|α)λ2α − 1

k
σkσ1(λ|β) ≤ C

∑
α ̸=β

λ2α + C.

By (4.20) and (4.21), inequality (4.19) becomes

(4.22)
2Pβquq
uw

fβλβDτβW ≤ C|DW |+
(δ2
4

+ C(ϵ1 + |ρt|)
) ∑

α ̸=β

fαλ
2
α +

C

δ2

∑
fα.

Taking (4.22) (which covers the case (4.18)) into (4.16), then taking the resulting
inequality as well as (4.15), (4.14) into (4.8), and choosing ϵ1, r further small

depending on δ2, δ2 <
ϵ22

8 supu , we obtain

(4.23) LW ≤ C
(
|DW |+

∑
fα +

∑
fα(DταW )2

)
.

Note that (4.23) covers the cases (4.13) and (4.17).
Now, take

V = 1− e−aW − b|x|2.
By direct calculation, Lemma 4.6 and (4.23), we can verify that over Ωϵ ∩Br(0),

LV ≤C
(
|DV |+ 2br

)
+ ae−aWC

(∑
fα +

∑
fα(DταW )2

)
− a2e−aW 1

u

∑
fα(DταW )2 − 2b

u

w2

∑
fα + Cbr.

Choosing a large, then b large, and r small, we have

(4.24) LV ≤ C|DV |.

Now, we only need the following linear operator

L = GijDij .

By (4.24), we have on Ωϵ ∩Br(0),

(4.25) LV ≤ C|DV |.

4.2. Barrier construction. Let d(x) be the distance from x to Γϵ in Rn. Consider
the barrier as in [18],

B(x) = −a0|x|2 + c0(e
−b0d(x) − 1),

where a0, b0 and c0 are positive constants to be determined. By assumption (1.9),
the principal curvatures of Γϵ with respect to γ satisfy

(κ′1, . . . , κ
′
n−1) ∈ Γ′

k on Γϵ.

Choose r sufficiently small such that d is C4 within {x ∈ Ωϵ|d(x) ≤ r} and( κ′1
1− κ′1d

, · · · ,
κ′n−1

1− κ′n−1d

)
∈ Γ′

k.

Choose a0 sufficiently large (depending on r) such that

(4.26) B ≤ V on ∂(Ωϵ ∩Br(0)).
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For fixed x ∈ Ωϵ ∩ Br(0), let d(x) = |x − y| with y ∈ Γϵ. We shall use the
principal coordinate system at y. Denote κ′1, . . . , κ

′
n−1 the principal curvatures of

Γϵ at y. Then we have

D2B = −2a0I + c0b0e
−b0ddiag

( κ′1
1− κ′1d

, · · · ,
κ′n−1

1− κ′n−1d
, b0

)
.

By concavity of G(r, p, z) with respect to r,

(4.27)

LB − C|DB| = Gij(DijB − d0δij) + d0
∑

Gii − C|DB|

≥G(D2B − d0I,Du, u)− G(D2u,Du, u) + GijDiju+ d0
∑

Gii − C|DB|

≥G(D2B − d0I,Du, u)−
∑

fα +
d0u

w2

∑
fα − C

(
2a0r + c0b0e

−b0d
)

≥G(D2B − d0I,Du, u)− Cc0b0e
−b0d,

where the last inequality is true when constant d0 is sufficiently large.
Note that if

(4.28) λ
(
u(Bij − d0δij) + δij + uiuj

)
∈ Γk+1,

then

G(D2B − d0I,Du, u) =F
(
γαi

(
u(Bij − d0δij) + δij + uiuj

)
γjβ

)
≥ 1

(1 + |Du|2)1/k
F
(
u(Bij − d0δij) + δij + uiuj

)
.

Take this inequality into (4.27),

(4.29) LB − C|DB| ≥ c1F
(
u(Bij − d0δij) + δij + uiuj

)
− Cc0b0e

−b0d,

where c1 is a fixed positive constant.
Choose b0 sufficiently large such that

Λ := diag
( κ′1
1− κ′1d

, · · · ,
κ′n−1

1− κ′n−1d
, b0

)
∈ Γk+1 and c1F (uΛ) > C.

Then choose c0 sufficiently large such that

λ
(
− (2a0 + d0)I + c0b0e

−b0dΛ
)
∈ Γk+1

and

c1F
(
− u(2a0 + d0)e

b0d

c0b0
I + uΛ

)
> C.

Therefore, (4.28) is true and (4.29) reduces to

(4.30) LB ≥ C|DB|.

By (4.25), (4.30), (4.26), the maximum principle and V (0) = B(0), we obtain
utn(0) ≥ − c0b0

a . If we replaceW by −ut−unρt− 1
2

∑
s<n u

2
s, by the same argument,

we will obtain utn(0) ≤ c0b0
a .
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4.3. Double normal derivative estimate.

We shall give an upper bound for Dγγu on Γϵ. For x ∈ Γϵ, define

d̃(x) = w dist(κ′(x), ∂Γ′
k−1),

where κ′ = (κ′1, . . . , κ
′
n−1) are the roots of

det(κ′ζgαβ − hαβ) = 0,

and (gαβ), (hαβ) are the first (n−1)×(n−1) principal minors of (gij) and (hij) with
the indices α, β < n running over the tangential directions on Γϵ and n indicates
the normal direction to Γϵ. Throughout this subsection, the range for Greek letter
α, β, . . . is from 1 to n− 1.

Here in this subsection, κ′ is different from the one defined in the introduction.
Note that κ′ ∈ Γ′

k−1 since κ ∈ Γk. Assume the minimum of d̃(x) along Γϵ is
achieved at 0 ∈ Γϵ, at which we fix the coordinate system with the positive xn axis
points to the interior normal of Γϵ at 0. We want to prove that d̃(0) has a uniform
positive lower bound.

Choose a local orthonormal frame e1, . . . , en around 0 on Ωϵ, obtained by parallel
translation of a local orthonormal frame e1, . . . , en−1 around 0 on Γϵ satisfying

(hαβ)(0) is diagonal with h11(0) ≤ . . . ≤ hn−1,n−1(0),

and en = γ along the lines perpendicular to Γϵ on Ωϵ. In what follows in this
subsection, we may simply write a Greek letter α instead of eα in the subscripts
with α < n; while use a Latin letter s in the subscripts to represent ∂s. We can
check that the local frame

ξ1 = ϵe1, . . . , ξn−1 = ϵen−1

around 0 on Γϵ satisfies

gξαξβ = δαβ , hξαξβ (0) = κ′α(0)δαβ , κ′1(0) ≤ . . . ≤ κ′n−1(0).

By Lemma 6.1 of [2], there exists µ′ = (µ1, . . . , µn−1) ∈ Rn−1 with

µ1 ≥ . . . ≥ µn−1 ≥ 0 and
∑

µ2
α = 1

such that Γ′
k−1 ⊂ {κ′ ∈ Rn−1 |µ′ · κ′ > 0} and

d̃(0) = w
∑

µακ
′
α(0) =

∑
µα

(
1 + uuαα

)
(0).

We may assume d̃(0) ≤ 1
2 , for otherwise we are done. Note that uαβ = uγdαβ and

uγ ≥ uγ > 0 on Γϵ. Hence we obtain∑
µαdαα(0) ≤ −c2

for some positive constant c2. By continuity of dαα at 0,∑
µα dαα(x) ≤ −c2

2
in Ωϵ ∩Br(0)

for some positive constant r. Also, by Lemma 6.2 of [2], for any x ∈ Γϵ near 0,∑
µα

(
1 + uuγdαα

)
=

∑
µα

(
1 + uuαα

)
≥ w

∑
µακ

′
α(x) ≥ d̃(x) ≥ d̃(0).

Thus, we can define in Ωϵ ∩Br(0),

Φ =
1

ϵ
∑
µαdαα

(
d̃(0)−

∑
µα

)
−Denu− K

2

∑
s<n

u2s.
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Obviously, Φ+ K
2

∑
s<n u

2
s ≥ 0 on Γϵ ∩Br(0) and Φ(0) = 0. In addition, similar as

how we derive (4.23), by choosing K sufficiently large we have in Ωϵ ∩Br(0),

L(Φ) ≤ C
(
|DΦ|+

∑
fα +

∑
fα(DταΦ)

2
)
.

Taking V = 1 − e−aΦ − b|x|2, and choosing a sufficiently large, then b sufficiently
large, we can verify that over Ωϵ∩Br(0) for sufficiently small r, LV ≤ C|DV |. Thus,
on Ωϵ ∩Br(0), LV ≤ C|DV |. By the maximum principle, we have Bn(0) ≤ Vn(0).
Therefore, unn(0) ≤ C and |D2u(0)| ≤ C. Consequently, we obtain a bound for
all principal curvatures of graph of u at 0. Since ψ > 0 on Γϵ, dist(κ(0), ∂Γk) has

a uniform positive lower bound. Consequently, d̃(0) has a uniform positive lower
bound. By applying Lemma 1.2 of [2] and similar to the proof in [23], we proved
uγγ ≤ C on Γϵ.

5. The approximating Dirichlet problem (1.4)

In this section, we write equation (2.1) as

(5.1) G(D2u,Du, u) = F (aij) = f(λ(aij)) = ψ(x, u).

5.1. Existence. Motivated by Su [22], we construct a two-step continuity process
to prove the existence. For convenience, denote

G[u] = G(D2u,Du, u), Gij [u] = Gij(D2u,Du, u), etc.

Let δ be a small positive constant such that

(5.2) G[u] = G(D2u,Du, u) > δu in Ωϵ.

For t ∈ [0, 1], consider the following two equations.

(5.3)

G(D2u,Du, u) =
(
(1− t)

G[u](x)

u
+ tδ

)
u in Ωϵ,

u =ϵ on Γϵ.

(5.4)

{
G(D2u,Du, u) =(1− t)δu+ tψ(x, u) in Ωϵ,

u =ϵ on Γϵ.

Lemma 5.5. For x ∈ Ωϵ and a positive C2 function u which is admissible near x,
if

G[u](x) = F (aij [u])(x) = f(κ)(x) = ψ(x)u,

then we have

Gu[u](x)− ψ(x) < 0.

Proof.

Gu = F ij 1

w
γikuklγ

lj =
1

u

(∑
fiκi −

1

w

∑
fi

)
.

Since f is homogeneous of degree one, thus
∑
fiκi = ψ(x)u. Consequently,

Gu[u](x)− ψ(x) = − 1

wu

∑
fi < 0.

�
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Lemma 5.6. For t ∈ [0, 1], let U and u be any admissible subsolution and solution
of (5.3). Then u ≥ U in Ωϵ. In particular, (5.3) has at most one admissible
solution.

Proof. If not, U − u achieves a positive maximum at x0 ∈ Ωϵ, and

(5.7) U(x0) > u(x0), DU(x0) = Du(x0), D2U(x0) ≤ D2u(x0).

Note that for any s ∈ [0, 1], the deformation u[s] = sU +(1− s)u is admissible near
x0. This is because at x0,

δij + u[s]γik(u[s])klγ
lj ≥ δij + u[s]γikUklγ

lj

=(1− s)
(
1− u

U

)
δij +

u[s]

U

(
δij + UγikUklγ

lj
)
.

For s ∈ [0, 1], define a differentiable function

a(s) = G
[
u[s]

]
(x0)−

(
(1− t)

G[u](x0)

u(x0)
+ tδ

)
u[s](x0).

Since a(0) = 0 and a(1) ≥ 0, there exists s0 ∈ [0, 1] such that a(s0) = 0 and
a′(s0) ≥ 0, that is,

(5.8) G
[
u[s0]

]
(x0) =

(
(1− t)

G[u](x0)

u(x0)
+ tδ

)
u[s0](x0),

and

(5.9)

Gij
[
u[s0]

]
(x0)Dij(U − u)(x0) +Gi

[
u[s0]

]
(x0)Di(U − u)(x0)

+
(
Gu

[
u[s0]

]
(x0)−

(
(1− t)

G[u](x0)

u(x0)
+ tδ

))
(U − u)(x0) ≥ 0.

However, inequality (5.9) can not hold by (5.7), (5.8) and Lemma 5.5. �

Theorem 5.10. For t ∈ [0, 1], (5.3) has a unique admissible solution u ≥ u.

Proof. Uniqueness is proved in Lemma 5.6. We use standard continuity method
to prove the existence. By (5.2), u is a subsolution of (5.3). The C2 estimate for
admissible solution u ≥ u of (5.3) implies uniform ellipticity of this equation, which
further gives C2,α estimate by Evans-Krylov theory

(5.11) ∥u∥C2,α(Ωϵ)
≤ C,

where C is independent of t. Denote

C2,α
0 (Ωϵ) = {w ∈ C2,α(Ωϵ) |w = 0 on Γϵ},

U = {w ∈ C2,α
0 (Ωϵ) |u+ w is admissible in Ωϵ}.

Obviously, C2,α
0 (Ωϵ) is a subspace of C2,α(Ωϵ) and U is an open subset of C2,α

0 (Ωϵ).
Define L : U × [0, 1] → Cα(Ωϵ),

L(w, t) = G[u+ w]−
(
(1− t)

G[u]

u
+ tδ

)
(u+ w),

and set

S = {t ∈ [0, 1] | L(w, t) = 0 has a solution w in U}.
Since L(0, 0) = 0, S ̸= ∅.
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S is open in [0, 1]. In fact, for any t0 ∈ S, there exists w0 ∈ U such that
L(w0, t0) = 0. Note that the Fréchet derivative of L with respect to w at (w0, t0)

is a linear elliptic operator from C2,α
0 (Ωϵ) to C

α(Ωϵ),

Lw

∣∣
(w0,t0)

(h) = Gij [u+ w0]Dijh+Gi[u+ w0]Dih

+
(
Gu[u+ w0]− (1− t0)

G[u]

u
− t0δ

)
h.

Lemma 5.5 implies Lw

∣∣
(w0,t0)

is invertible. Thus a neighborhood of t0 is also con-

tained in S by implicit function theorem.
S is closed in [0, 1]. In fact, let ti be a sequence in S converging to t0 ∈ [0, 1] and

wi ∈ U be the unique (by Lemma 5.6) solution to L(wi, ti) = 0. Lemma 5.6 implies
wi ≥ 0, and (5.11) implies that ui = u + wi is a bounded sequence in C2,α(Ωϵ),
which possesses a subsequence converging to an admissible solution u0 of (5.3).
Since w0 = u0 − u ∈ U and L(w0, t0) = 0, we know that t0 ∈ S. �

Now we may assume u is not a solution of (1.4), for otherwise we are done.

Lemma 5.12. If u ≥ u is an admissible solution of (5.4), then u > u in Ωϵ and
(u− u)γ > 0 on Γϵ.

Proof. Indeed, we can write (5.4) in a more general form.

(5.13)

{
F (A[u]) =ψ(x, u) in Ωϵ,

u =φ on Γϵ.

Since u is a subsolution but not a solution of (5.13), we have

F (A[u])− F (A[u]) ≥ ψ(x, u)− ψ(x, u).

Also,

F (A[u])− F (A[u]) =

∫ 1

0

d

ds
F ((1− s)A[u] + sA[u])ds

= (aij [u]− aij [u])

∫ 1

0

F ij((1− s)A[u] + sA[u])ds

and

aij [u]− aij [u] = aij(D
2u,Du, u)− aij(D

2u,Du, u)

=aij(D
2u,Du, u)− aij(D

2u,Du, u) + aij(D
2u,Du, u)− aij(D

2u,Du, u)

+ aij(D
2u,Du, u)− aij(D

2u,Du, u).

Applying the Maximum Principle and Lemma H (see p. 212 of [6]) we proved the
lemma. �

Theorem 5.14. For any t ∈ [0, 1], there is an admissible solution u ≥ u to Dirichlet
problem (5.4).

Proof. By classical Schauder theory, the C2,α estimate for admissible solution u ≥ u
of (5.4) further implies C4,α estimate

(5.15) ∥u∥C4,α(Ωϵ)
< C4.

In addition,

(5.16) dist(κ[u], ∂Γk) > c2 > 0 in Ωϵ,
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where C4 and c2 are independent of t. Denote

C4,α
0 (Ωϵ) = {w ∈ C4,α(Ωϵ) |w = 0 on Γϵ}

and

O =
{
w ∈ C4,α

0 (Ωϵ)

∣∣∣∣w > 0 in Ωϵ, wγ > 0 on Γϵ, ∥w∥C4,α(Ωϵ)
< C4 + ∥u∥C4,α(Ωϵ)

u+ w is admissible in Ωϵ, dist(κ[u+ w], ∂Γk) > c2 in Ωϵ

}
.

We know that O is a bounded open subset of C4,α
0 (Ωϵ).

Define a map Mt(w) : O × [0, 1] → C2,α(Ωϵ),

Mt(w) = G[u+ w]− (1− t)δ(u+ w)− tψ(x, u+ w).

By Theorem 5.10 and Lemma 5.6, there is a unique admissible solution u0 of (5.3)
at t = 1, which is also the unique admissible solution of (5.4) for t = 0. By Lemma
5.6, w0 = u0 − u ≥ 0 in Ωϵ. Consequently, w0 > 0 in Ωϵ and w0

γ > 0 on Γϵ by
Lemma 5.12. Meanwhile, u + w0 satisfies (5.15) and (5.16). Thus, w0 ∈ O. In
view of Lemma 5.12, (5.15) and (5.16), Mt(w) = 0 has no solution on ∂O for any
t ∈ [0, 1]. Note that Mt is uniformly elliptic on O independent of t. Hence we can
define the degree of Mt on O at 0, which is independent of t. It suffices to show
this degree is nonzero at t = 0. We have known that M0(w) = 0 has a unique
solution w0 ∈ O. The Fréchet derivative of M0 with respect to w at w0 is a linear
elliptic operator from C4,α

0 (Ωϵ) to C
2,α(Ωϵ),

M0,w|w0(h) = Gij [u0]Dijh+Gi[u0]Dih+ (Gu[u
0]− δ)h.

By Lemma 5.5, Gu[u
0] − δ < 0 in Ωϵ. Hence M0,w|w0 is invertible. By degree

theory in [16] we can conclude that the degree at t = 0 is nonzero, which implies
that (5.4) has at least one admissible solution u ≥ u for any t ∈ [0, 1]. �

5.2. Comparison principle, uniqueness and monotonicity.

We have the following comparison principle.

Theorem 5.17. Under assumption (1.8), let U and u be any admissible subsolution
and solution of (5.1) in Ωϵ and u ≥ U on Γϵ. Then u ≥ U in Ωϵ.

Proof. If not, U − u achieves a positive maximum at x0 ∈ Ωϵ, at which,

(5.18) U(x0) > u(x0), DU(x0) = Du(x0), D2U(x0) ≤ D2u(x0).

Note that for any s ∈ [0, 1], the deformation u[s] = sU +(1− s)u is admissible near
x0. For s ∈ [0, 1], define a differentiable function

a(s) = G
[
u[s]

]
(x0)− ψ

(
x0, u[s]

)
.

Since a(0) = 0 and a(1) ≥ 0, there exists s0 ∈ [0, 1] such that a(s0) = 0 and
a′(s0) ≥ 0, that is,

(5.19) G
[
u[s0]

]
(x0) = ψ

(
x0, u[s0]

)
,

and

(5.20)
Gij

[
u[s0]

]
(x0)Dij(U − u)(x0) +Gi

[
u[s0]

]
(x0)Di(U − u)(x0)

+
(
Gu

[
u[s0]

]
(x0)− ψu(x0, u[s0])

)
(U − u)(x0) ≥ 0.



24 ZHENAN SUI AND WEI SUN

However, inequality (5.20) can not hold by (5.18), (5.19) and the fact that

Gu

[
u[s0]

]
(x0)−ψu(x0, u[s0]) =

1

u[s0]

(
ψ
(
x0, u[s0]

)
− 1

w

∑
fi

)
−ψu

(
x0, u[s0]

)
< 0.

�

By Theorem 5.17, we obtain the uniqueness part of Theorem 1.7. Besides, we
can deduce the following monotonicity property of uϵ with respect to ϵ.

Corollary 5.21. Under the assumptions of Theorem 1.7, for 0 < ϵ1 < ϵ2, we have
uϵ1 ≥ uϵ2 in Ωϵ2 .

6. Interior estimates

6.1. Interior gradient estimate.

Let uϵ ≥ u be an admissible solution over Ωϵ to the Dirichlet problem (1.4).
For any fixed ϵ0 > 0, we want to establish the uniform C1 estimate for uϵ for any
0 < ϵ < ϵ0

2 on Ωϵ0 , namely,

(6.1) ∥uϵ∥C1(Ωϵ0 )
≤ C, ∀ 0 < ϵ <

ϵ0
2
.

Hereinafter, C represents a positive constant which is independent of ϵ, but may
depend on ϵ0.

By Lemma 2.5, we obtain uniform C0 estimate:

uϵ ≤ C on Ωϵ, ∀ ϵ > 0.

In particular, we have

(6.2)
ϵ0
2

≤ uϵ ≤ C on Ωϵ0/2, ∀ 0 < ϵ <
ϵ0
2
.

Choose r = dist(Ωϵ0 ,Γϵ0/2), and cover Ωϵ0 by finitely many open balls B r
2
with

radius r
2 and centered in Ωϵ0 . Note that the number of such open balls depends on

ϵ0. In addition, the corresponding balls Br are all contained in Ωϵ0/2, over which,
we are able to apply (6.2). Now we want to establish interior gradient estimate on
each Br by applying Wang’s idea [28]. Since the gradient Duϵ are invariant under
change of Euclidean coordinate system, we may assume the center of Br is 0. For
convenience, we also omit the superscript in uϵ and write as u.

For x ∈ Br(0) and ξ ∈ Sn−1, consider the test function

Θ(x, u, ξ) = ln ρ(x) + φ(u) + ln lnuξ,

where ρ(x) = (r2 − |x|2)2 with |x|2 =
∑n

i=1 x
2
i and φ(u) = lnu.

By the definition of the test function, we know that the maximum value of Θ
must be attained in an interior point x0 = (x1, . . . , xn) ∈ Br(0). We choose the
Euclidean coordinate frame ∂1, . . . , ∂n around x0 such that the direction obtaining
the maximum is ξ = ∂1. Then at x0,

u1 = |Du| and ui = 0 for i = 2, . . . , n.
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Therefore, (2.12) holds. Rotate ∂2, . . . , ∂n such that at x0,
{
uαβ

}
α,β≥2

is diagonal

and u22 ≥ . . . ≥ unn. Consequently, we have

(6.3) aij =
1

w

(
δij + uγikuklγ

lj
)
=



1

w

(
1 +

uu11
w2

)
, if i = j = 1,

uuij
w2

, if i = 1 or j = 1, and i+ j > 2,

1

w

(
1 + uuii

)
δij , otherwise.

Since the function

ln ρ(x) + φ(u) + ln lnu1

achieves its maximum at x0, we have at x0,

(6.4)
ρi
ρ

+ φ′(u)ui +
u1i

u1 lnu1
= 0,

(6.5)

Gijρij
ρ

− Gijρiρj
ρ2

+ φ′(u)Gijuij + φ′′(u)Gijuiuj

+
Giju1ij
u1 lnu1

− lnu1 + 1

(u1 lnu1)2
Giju1iu1j ≤ 0.

By Lemma 2.11, (2.12), (6.3), we can compute

(6.6) −Gsus1 −Guu1 = F ijbij +
(u1u11

w2
− u1

u

)
ψ +

u1
uw

∑
fi,

where

(6.7) bij = bji =



2uu1
w5

u211 +
2uu1

w3(1 + w)

∑
k>1

u21k, i = j = 1,

uu1(1 + 2w)

w4(1 + w)
u11u1j +

uu1
w2(1 + w)

u1jujj , i = 1, j > 1,

2uu1
w2(1 + w)

u1iu1j , i, j > 1.

Combining (2.10), (6.6) and (6.7) yields,

(6.8)

Giju1ij
u1 lnu1

− lnu1 + 1

(u1 lnu1)2
Giju1iu1j

≥F 11
( 2u

w5 lnu1
− u

w3

lnu1 + 1

(u1 lnu1)2

)
u211 +

2u

w2(1 + w) lnu1

∑
j>1

F 1ju1jujj

+
∑
j>1

F 1ju11u1j
2u

w2(w + 1) lnu1

(1 + 2w

w2
− lnu1 + 1

(w − 1) lnu1

)
+

1

uw lnu1

∑
fi +

ψx1 + ψuu1
u1 lnu1

+
(u1u11

w2
− u1

u

) ψ

u1 lnu1

when u1 is sufficiently large.
From (6.4), we have

(6.9)
u11

u1 lnu1
= −ρ1

ρ
− φ′(u)u1.
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We may assume |ρ1

ρ | ≤ 1
2φ

′(u)u1, for otherwise, we are done. Then

(6.10) u11 ≤ −1

2
φ′u21 lnu1 < 0.

Also, note that for j = 2, . . . , n,

F 1j = −1

k
σ

1
k−1

k aj1σk−2(a22, . . . , ann|ajj).

Therefore, in view of (6.3),

(6.11) F 1ju1j ≤ 0, j = 2, . . . , n.

Denote J = {2 ≤ j ≤ n |ujj ≥ 0}. By (6.10) and (6.11), when u1 is sufficiently
large, (6.8) reduces to

(6.12)

Giju1ij
u1 lnu1

− lnu1 + 1

(u1 lnu1)2
Giju1iu1j

≥ u

2w5 lnu1
F 11u211 +

2u

w2(1 + w) lnu1

∑
j∈J

F 1ju1jujj

+
1

uw lnu1

∑
fi +

ψx1 + ψuu1
u1 lnu1

+
(u1u11

w2
− u1

u

) ψ

u1 lnu1
.

By (6.3) and (6.10), we further obtain

a11 =
1

w

(
1 +

uu11
w2

)
≤ 1

w

(
1− uφ′u21 lnu1

2w2

)
< 0

as u1 is sufficiently large. It follows that

(6.13)

F 11 =
1

k
σ

1
k−1

k σk−1(a22, . . . , ann)

=
1

k
σ

1
k−1

k

(
σk−1 +

n∑
j=2

a21jσk−3(a22, . . . , ann|ajj)− a11σk−2(a22, . . . , ann)
)

≥1

k
σ

1
k−1

k σk−1.

For j ∈ J , by (6.3),

(6.14)

F 1ju1jujj = −1

k
σ

1
k−1

k a1jσk−2(a22, . . . , ann|ajj)u1jujj

=− 1

k
σ

1
k−1

k

uu1j
w2

σk−2(a22, . . . , ann|ajj)u1j
wajj − 1

u

≥− σ
1
k−1

k

u21j
w
C(n, k)a22 · · · akk +

1

k
σ

1
k−1

k

u21j
w2

σk−2(a22, . . . , ann|ajj)

≥−
u21j
w
C(n, k)F 11,

where in the last line, we have applied σk−1(a22, . . . , ann) ≥ a22 · · · akk (see formula
(19) in [17]).

Also by (6.4), we have

(6.15) u1j = −u1 lnu1
ρj
ρ
, j = 2, . . . , n.
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By (6.10), (6.14) and (6.15), the inequality (6.12) reduces to

(6.16)

Giju1ij
u1 lnu1

− lnu1 + 1

(u1 lnu1)2
Giju1iu1j

≥ u

8w5
F 11φ′2u41 lnu1 −

C(n, k)u|Dρ|2u21 lnu1
ρ2w3(1 + w)

F 11

+
1

uw lnu1

∑
fi +

ψx1 + ψuu1
u1 lnu1

+
(u1u11

w2
− u1

u

) ψ

u1 lnu1
.

We may assume that

φ′2u21
16w2

≥ C(n, k)|Dρ|2

ρ2(1 + w)
,

for otherwise we are done. Also in view of (6.9), inequality (6.16) further reduces
to

(6.17)

Giju1ij
u1 lnu1

− lnu1 + 1

(u1 lnu1)2
Giju1iu1j

≥ u41 lnu1
16uw5

F 11 +

∑
fi

uw lnu1
+
ψx1 + ψuu1
u1 lnu1

− ρ1u1ψ

ρw2
− u21ψ

uw2
− ψ

u lnu1
.

For the rest terms in (6.5), by Lemma 2.11 and (2.12) we have

(6.18)

Gijρij
ρ

− Gijρiρj
ρ2

= Gij
(
− 4δij(r

2 − |x|2)
ρ

− 8xixj
ρ

)
≥− 8r2

∑
Gii

ρ
= −8r2u

ρw

( 1

w2
F 11 +

∑
i>1

F ii
)
≥ −8r2u

ρw

∑
F ii,

and

(6.19)
φ′(u)Gijuij + φ′′(u)Gijuiuj =φ′(ψ − 1

w

∑
F ii

)
+ φ′′ u

w3
F 11u21

=
1

u

(
ψ − 1

w

∑
F ii

)
− 1

uw3
F 11u21.

Taking (6.17)–(6.19) into (6.5) yields,

(6.20)

(u41 lnu1
16uw5

− u21
uw3

)
F 11 −

( 1

uw
+

8r2u

ρw
− 1

uw lnu1

)∑
F ii

− ρ1u1ψ

ρw2
− C

u1 lnu1
+

ψ

uw2
+
(
ψu − ψ

u

) 1

lnu1
≤ 0.

By (6.13) and Newton-Maclaurin inequality,

c(n, k) ≤
∑

F ii =
n− k + 1

k
σ

1
k−1

k σk−1 ≤ (n− k + 1)F 11,

where c(n, k) is a positive constant. Therefore by assumption (1.8), we can deduce
ρ lnu1 ≤ C from (6.20).

Remark 6.21. In [29], Weng also derived the interior gradient estimate. Our test
function is slightly different from Weng and the resulting estimate depends on n,
k, r, ∥u∥C0(Br) and ∥ψ∥C1(Br). Our calculation may be easier.
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6.2. A remark on second order interior estimates.

In [23], we generalized Guan-Qiu’s interior curvature estimate for convex solu-
tions to prescribed scalar curvature equations to hyperbolic space. However, for
k ≥ 3, there is no such estimate. Hence it is natural to think of Pogorelov type
interior curvature estimate. In this subsection, we first formulate some possible
domains on which we wish to establish Pogorelov interior curvature estimate, but
then we observe an obstruction.

For 0 < ϵ ≤ ϵ0, define

Ωϵ
ϵ0 := {x ∈ Ωϵ

∣∣uϵ(x) > ϵ0}.

It is easy to check the following properties of Ωϵ
ϵ0 .

Proposition 6.22. Under the assumptions of Theorem 1.7,

(a) For 0 < ϵ < ϵ1 < ϵ2, we have Ωϵ
ϵ2 ⊂ Ωϵ

ϵ1 ;
(b) For 0 < ϵ1 < ϵ2 < ϵ0, we have Ωϵ2

ϵ0 ⊂ Ωϵ1
ϵ0 ;

(c) For any ϵ > 0, we have Ωϵ
ϵ = Ωϵ;

(d) For any 0 < ϵ < ϵ0, we have Ωϵ0 ⊂ Ωϵ
ϵ0 ⊂ Ωϵ;

(e) For any 0 < ϵ < ϵ0, we have uϵ = ϵ0 on ∂Ωϵ
ϵ0 .

In order to find a domain containing all Ωϵ
ϵ0 for sufficiently small ϵ which also

stays away from Γ, we want to find a supersolution to the asymptotic Plateau
problem (1.1) and utilize its level set.

Note that by Newton-Maclaurin inequality,

σ1(κ[u]) ≥ σ
1/k
k (κ[u]) ≥ ψ(x, u) in Ω.

Thus, u is a subsolution to the mean curvature equation

(6.23)

{
σ1(κ[u]) =ψ(x, u) in Ω,

u =0 on Γ.

By the estimates in the previous sections, we can find a unique smooth solution
u ≥ u to (6.23). Again by Newton-Maclaurin inequality, we have

σ
1/k
k (κ[u]) ≤ σ1(κ[u]) = ψ(x, u)

or κ[u] /∈ Γk, which means u is a smooth supersolution to (1.1).
Now for ϵ0 > 0, define

Ω̂ϵ0 := {x ∈ Ω
∣∣u(x) ≥ ϵ0}.

Proposition 6.24. Under the assumptions of Theorem 1.7, denote δϵ0 = min
Ω̂ϵ0

u.

(a) 0 < δϵ0 ≤ ϵ0;

(b) For 0 < ϵ < δϵ0 , we have Ωϵ
ϵ0 ⊂ Ω̂ϵ0 ⊂ Ωδϵ0

.

By Proposition 6.22, 6.24 and estimate (6.1), we have

Ωϵ0 ⊂ Ωϵ0/2 ⊂ Ωϵ
ϵ0/2

⊂ Ωδϵ0/2

and

∥uϵ∥C1(Ωδϵ0/2
) ≤ C, ∀ 0 < ϵ <

1

2
δϵ0/2.
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Thus we wish to establish Pogorelov type interior curvature estimate

(6.25)
∣∣κi[uϵ](x)∣∣ ≤ C

(uϵ − ϵ0
2 )

b
, ∀ x ∈ Ωϵ

ϵ0/2
, ∀ 0 < ϵ <

1

2
δϵ0/2

for some positive constants b and C independent of ϵ (may depend on ϵ0), because
then we would obtain uniform C2 bound

max
Ωϵ0

∣∣κi[uϵ]∣∣ ≤ C, ∀ 0 < ϵ <
1

2
δϵ0/2,

which would imply the existence of a smooth solution to asymptotic Plateau prob-
lem (1.1).

However, it is impossible to establish interior Pogorelov type estimate (6.25). In
fact, by (3.1), (3.4), (3.14) and (2.2), we have

b
F ii∇iiu

u− ϵ0
2

− bF ii u2i
(u− ϵ0

2 )
2
=
bu(u− ϵ0)

(u− ϵ0
2 )

2

∑
fi
u2i
u2

+
bψνn+1u

u− ϵ0
2

− bu

u− ϵ0
2

∑
F ii.

Because of the term − bu
u− ϵ0

2

∑
F ii, we are unable to use Sheng-Urbas-Wang’s

method [21] to establish the estimate (6.25). This term comes out due to the
ambient space Hn+1.

7. Viscosity solutions

In this section, we verify that u in Theorem 1.11 is indeed a viscosity solution of

(7.1) G(D2u,Du, u) = F (aij) = f(λ(aij)) = ψ(x, u).

We first give the definition of viscosity solutions of (7.1), according to the definitions
given by Trudinger [25] and Urbas [27] in Euclidean space.

Definition 7.2. A function 0 < u ∈ C0(Ω) is a viscosity subsolution of (7.1) in
Ω if for any function ϕ ∈ C2(Ω), any x0 ∈ Ω satisfying u(x0) = ϕ(x0) and u ≤ ϕ
in a neighborhood Ωx0 ⊂ Ω of x0, we have G(D2ϕ,Dϕ, ϕ)(x0) ≥ ψ(x0, ϕ(x0)). A
function 0 < u ∈ C0(Ω) is a viscosity supersolution of (7.1) in Ω if for any function
ϕ ∈ C2(Ω), any x0 ∈ Ω satisfying u(x0) = ϕ(x0) and u ≥ ϕ in a neighborhood
Ωx0 ⊂ Ω of x0, we have either ϕ is not admissible at x0, or G(D

2ϕ,Dϕ, ϕ)(x0) ≤
ψ(x0, ϕ(x0)). A function u is a viscosity solution of (7.1) if it is both a viscosity
subsolution and supersolution.

By this definition, we can verify the following fact.

Proposition 7.3. A function 0 < u ∈ C2(Ω) is a viscosity solution of (7.1) if and
only if it is an admissible classical solution.

Proof. First, let 0 < u ∈ C2(Ω) be a viscosity solution of (7.1). We claim that u is
admissible in Ω. Suppose not, say u is not admissible at some x0 ∈ Ω. There exists
a unique α0 ≥ 0 such that

(7.4) λ
( 1

w

(
δij + uγik(ukl + α0δkl)γ

lj
))

(x0) ∈ ∂Γk

and

λ
( 1

w

(
δij + uγik(ukl + αδkl)γ

lj
))

(x0) ∈ Γk, ∀ α > α0.
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For any α > α0, consider the function

ϕ(x) = u(x0) +Du(x0) · (x− x0) +
1

2
(x− x0)(D

2u(x0) + αI)(x− x0)
T .

It is easy to verify that ϕ is admissible at x0, ϕ(x0) = u(x0) and ϕ ≥ u in a
neighborhood of x0. Since u is a viscosity subsolution of (7.1), we have

G(D2u+ αI,Du, u)(x0) = G(D2ϕ,Dϕ, ϕ)(x0) ≥ ψ(x0, ϕ) = ψ(x0, u).

However, as α→ α0,

G
(
D2u+ α0I,Du, u

)
(x0) ≥ ψ

(
x0, u(x0)

)
> 0,

contradicting (7.4). Hence u is admissible in Ω. By definition of viscosity solution,
taking ϕ = u, we can verify that u is a classical solution.

The converse direction can be easily proved by definition of viscosity solution. �

Now we prove a kind of stability result.

Proposition 7.5. The solution u in Theorem 1.11 is a viscosity solution of (7.1)
in Ω.

Proof. The proof follows the idea of Lions [19]. First, we show that u is a viscosity
subsolution of (7.1) in Ω. For any ϕ ∈ C2(Ω) and any x0 ∈ Ω satisfying u(x0) =
ϕ(x0) and u < ϕ in a neighborhood Ωx0 \ {x0}, let δ > 0 be sufficiently small such

that Bδ(x0) ⊂ Ωx0 , where Bδ(x0) is an open ball centered at x0 with radius δ.
Then

max
∂Bδ(x0)

(u− ϕ) < 0.

Since uϵ locally uniformly converges to u in Ω, we have

max
Bδ(x0)

(uϵ − ϕ) > max
∂Bδ(x0)

(uϵ − ϕ) with Bδ(x0) ⊂ Ωϵ

as ϵ sufficiently small. We may in addition choose ϵ = ϵ(δ) in such a way that
ϵ→ 0+ as δ → 0+. Therefore, there exists xδ ∈ Bδ(x0) such that

max
Bδ(x0)

(uϵ − ϕ) = (uϵ − ϕ)(xδ).

Since uϵ is a classical admissible solution of (7.1) in Ωϵ, by Proposition 7.3, it is
certainly a viscosity solution of (7.1) in Ωϵ. Hence

ϕδ = ϕ+ max
Bδ(x0)

(uϵ − ϕ)

satisfies

G
(
D2ϕδ, Dϕδ, ϕδ

)
(xδ) ≥ ψ

(
xδ, ϕδ(xδ)

)
.

Letting δ → 0+, we have xδ → x0 and uϵ(xδ) → u(x0), or equivalently, ϕδ(xδ) →
ϕ(x0). Since ϕ is C2, we have Dϕδ(xδ) = Dϕ(xδ) → Dϕ(x0) and D2ϕδ(xδ) =
D2ϕ(xδ) → D2ϕ(x0) as δ → 0+. Consequently,

G
(
D2ϕ,Dϕ, ϕ

)
(x0) ≥ ψ

(
x0, ϕ(x0)

)
.

This implies that u is a viscosity subsolution of (7.1) in Ω. Similarly, we can verify
that u is a viscosity supersolution. �
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