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Convergence for Schrodinger operators

The solution to the Schrodinger equation

iOu—Au=0, (x,t) e RV xRT, (1)
with initial datum v (x,0) = f, is formally written as

eitAf(x) — / ei(x~§+t|€|2)’f\ (€) d¢.

RN

Pointwise convergence problem: finding optimal s for which

lim e™f (x) = f(x) a.e. x € RV, (2)

t—0+

whenever f € HS (RN) )
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Background |

Carleson, 1980: True for f € H/4(R).

Dahlberg-Kenig, 1982: False for s < 1/4 in all dimensions.

Sjolin-Vega, 1985: Ture for s > 1/2 in any dimension.

Bourgain, 1995: Improved to f € HY/27¢(R?) in dimension N = 2.

Later improved by Moyua-Vagas-Vega, Tao-Vagas-Vega, Tao-Vagas by
bilinear restriction estimates.

Lee, 2006: True for s > 3/8 when N = 2 by Tao-Wolff's bilinear
restriction method.

Lee, 2007: True for s > % — ﬁ when N = 3 on the basis of wave packet
decomposition.
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Background |

Bourgain, 2012: For N > 3 a sufficient condition is s > % . ﬁ by
multilinear estimates for Fourier extension operators. For N > 4, a
necessary condition is s > % — ﬁ

Bourgain, 2016: False for s < 2(N7I\fi-1) A different counterexample
was also raised by Luca-Rogers.

Du-Guth-Li, 2017: When N = 2, convergence for s > 1/3 by the
polynomial partitioning and #?-decoupling method Sharp!
Du-Guth-Li-Zhang, 2018: For N >3, s > 5 by linear refined
Strichartz estimates.

Du-Zhang, 2019: For N > 3, s > 2(N7IY|—1) by a broad-narrow analysis,
multilinear refined Strichartz estimate and decoupling. Sharp!

(N+2)
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Background |

For the fractional Schrodinger operator

eitA% f(X) = / eix-£+it|§\a?(§)d£,
RN

(1) When a > 1,

Sjolin,1987: shows that the convergence of eits? f(x) for s > 1/4 when
N=1 s>1/2when N=2and s >1/2 when N > 3.
Miao-Yang-Zheng, 2015: By using the iterative argument developed in
[Bourgain, 2012], improved this result to s > 3/8 for N > 2.

Cho-Ko, 2019: obtained an almost everywhere convergence for s > 2(N7I\f|—1)
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Convergence for Fractional Schrodinger operators

When 0 < a < 1,
Walther, 2001: get the sufficient condition for s > «/4 when n =1, and

s > «/4 with addition requirement of being a radial function in higher
dimension.

Zhang, 2014: removed the additional requirement and get the convergence
for f € H*(R"), s > na/4 in a uniform way.

Sharp results remains open when N > 2.
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- o/
Convergence for non-elliptic Schrodinger operators

For the non-elliptic Schrodinger operator:
et (x) = / et ) () .
RN
When N =2,
Rogers-Vargas-Vega,2006: show that the pointwise convergence of the
non-elliptic Schrédinger operators holds whenever f € H*(IR?) if and only

if s >1/2.

When N > 2,
similar results hold except the endpoint.
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Some interesting observations

Let N=1and t,=1/n, n=1,2,---. Consider

lim e®™2f(x) = f(x) a.e. x € R, (3)
n—oo
One may expect that less regularity on f is enough to ensure convergence
in this discrete case.

Observation:

Carleson, 1980: True for s > 1/4 but false for s < 1/8.

Lee-Rogers, 2012: False for s < 1/4 (implied by the counterexample of
Dahlberg-Kenig, 1982).
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Further results

When N =1

Dimou-Seeger, 2020: {t,}>°; € {"*°(N), 0 < r < o0, i.e.,
supbrﬁ{neN: tn>b}< 00, (4)
b>0

e't"®f pointwisely converges to f if and only if s > min{ 5, it

When N > 2,

partially convergence results obtained by Sjolin, Sjolin-Stromberg but they
are far from sharp.
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Background |

One of the natural generalizations of the pointwise convergence problem is
to ask a.e. convergence of the Schrodinger means where the limit is taken
over decreasing sequences {t,}°°; converging to zero.

Question: What is the relationship between optimal s and properties of
{t,}°%, such that for each function f € HS(RV),

lim e®™2f(x) = f(x) a.e. xRN, (5)

n—oo
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R e ac ke rotind )
Sequence of Schrodinger means

This problem was first considered by Sjolin. Define
Sf(x) = / e€xetlEf (6)de, x e RN, t>0. (6)
Rn

and
1>t >t >t3>--->0and I|lim t =0. (7)
k—o0

Assume N > 1 and a > 1 and s > 0. We assume that (7) holds and that
S22 1257 < o0 and f € HS(RN). Then

kli_)moo Sif(x) = f(x) (8)

for almost every x € RV,
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Sequence of Schrodinger means

Assume N >1and a>1and 0 <s <1/2. We assume that (7) holds and
that 55°, 2079 < oo If £ € HS(RV), then

in_)moo Sif(x) = f(x) 9)

for almost every x € RV,




Sequence of Schrodinger means

In order to characterize the convergence of {t,}7°,, the Lorentz space
¢r>°(N), r > 0 is involved. The sequence {t,}°°; € ¢"°°(N) if and only if

sup b'ﬁ{n o b}< 0. (10)
b>0

Note that ¢">°(N) C ¢2(N) C £™»>°(N) if 1 < r» < oo and all inclusions
are strict.




Sequence of Schrodinger means

Dimou-Seeger proved complete characteraization of when sequence
convergence holds for all f € H*(R) when N = 1.

Let a>0, a# 1, and 0 < s < min{a/4,1/4}. Assume that (7) holds.
Then for every f € H*(R), we have

lim S7f(x) =f(x) aexecR (11)

n—o00

holds if and only if the sequence {t,} € Eﬁ’m(N).
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Background |

Remark: Specially, let a = 2,

(1) Since {t,} € £7°(N) = {t,} € £")>*(N) if r < r(s), which means
that Dimou-Seeger proved that when N =1, s > min{5" 5, i}is
necessary and sufficient for inequality (12) to hold.

(2) For N > 1, it follows from [Sjolin, 2018] that s > min{r, 2(“’7,\{1‘1)} is
sufficient. This was later improved by [Sjdlin-Stromberg, 2020] where
s > min{ {7, %} is shown to be enough for pointwise convergence.

Huiju Wang 29. Oct. 2020 15 / 48



Preliminary Attempt

Given a decreasing sequence {t,}>°; € (" °°(N) converging to zero and

{ta}nZy C (0,1), then for any s > so = min{+"~ T 3h

lim e™2f(x) = f(x) a.e.x € R? (12)

n—oo

holds whenever f € H5(R?).
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Open question

Question: Let N > 2. What is the relationship between optimal s and
properties of {t,}5; such that for each function f € H5(RN),

lim e™2f(x) = f(x) a.e. x € RV, (13)

n—oo

Next we will give our recent results on this problem and state some related
generalizations.
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Main results and related
generalizations




Main results

Let N > 2 and r € (0,00). For any decreasing sequence
{ta}52, € £1>°(N) converging to zero and {t,}2°; C (0,1), we have

lim e®™2f(x) = f(x) a.e. x € RN (14)

n—oo

whenever f € H*(RV) and s > sg = min{ 3y~ N+1

1w -
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Main results

By standard arguments, it is sufficient to show the corresponding maximal
estimate in RV.

Under the assumptions of Theorem 1, we have

sup |eit"Af|

neN

< Cllfll sy (15)
L2(B(0,1))

whenever f € H(RN) and s > sy = min{z— N+1 o 2(N+1)} where the

constant C does not depend on f.
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. sharpresultsin R
Main results

The L? maximal estimate in Theorem 2 is sharp up to the endpoints.

For each r € (0,00), there exists a sequence {t,}7°; which belongs to
¢r>°(N), the corresponding maximal estimate (15) fails if

: r N
s < sg = min{ =, 5775 }-
< %0 {7Nﬁ1r+1’2(N+1)}
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Example: We pose two examples for {t,}7° ;. It is not hard to check that
{tn}32, € £7°(N) if we take (E1): t, = -7, n > 1. It is obvious that
when r < NLH there is a gain over the general pointwise convergence

N N
result for s > s N RV,

Another example is the lacunary sequence (E2): t, =27", n > 1. For this
example, it is worth to mention that {t,}5°,; € ¢"*°(N) for each r > 0.
Therefore, inequality (14) holds whenever f € H%(R?) for any s > 0.
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Remark

Theorem 2 and Theorem 3 reveal a perhaps surprising phenomenon,
namely if 0 < r < Nl-l-l there is a gain over the pointwise convergence
result from [Du-Guth-Li, 2017] [Du-Zhang, 2019] [Bourgain, 2016]
[Luca-Rogers, 2018] when time tends continuously to zero, but not when

N
= e




Related generalizations

The method applies to or the fractional case. We have the following
maximal estimate. When a = 2, it coincides with Theorem 2.

Under the conditions of Theorem 2, for 1 < a < 0o, we have

. a
sup |e'tA* f|

< CllFll s vy (16)
neN

L2(B(0,1))

whenever f € H5(RV) and s > sy = min{2 - N+1 where the

A

constant C does not depend on f.
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Related generalizations

For the non-elliptic case, we have the following estimate.

Under the conditions of Theorem 2, we have

sup |t

< CllFll s vy (17)
neN

L2(B(0,1))

whenever f € H(RV) and s > 55 = min{ 17, 3}, where the constant C
does not depend on f.

Especially, the endpoint can be achieved when N = 2.
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Known results and open problems

Operators Spatial Continuous case t — ( Discrete case f, — 0
type dimensions
Schradinger N=1 8> % s> 1niu{4, 21+1}
operator N =2 s> 2{1\?+1} 5> ”“n{z{NH 1
Nomelliptic N=2 5> ,_% 5= Inm{2
Schrédinger N >3 s> 5 5> mm{2 }
Fractional N=1 s> 41 s> Imn{ R rs,
a>1 N>2 5> T s>min{% %wﬁ}
Fractional N=1 s> 7 s> min{§. 5577}
D<a<l N=2 sharp result is open sharp result is open
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Proof of the L2 maximal estimate:
Theorem 2




By Littlewood-Paley decomposition and standard argument, we just
concentrate on the case when suppf C {¢ : [¢] ~ 2K}, k > 1. We consider
the maximal function

sup \e’t”Af]
B 2k
neN:t,>2 (N+1)r/N+1
and
sup e A ],

_ 2k
neN:t,<2 (N+1)r/N+1

respectively. We deal with the first term by the assumption that the
decreasing sequence {t,}7°; € £"°°(N) and Plancherel’s theorem.

Huiju Wang 29. Oct. 2020 29 / 48



Sketch for the proof of Theorem 2

For the second term, since k <

N+l a1 < 2k, the proof can be completed

by the following theorem.

Let j € R with kK <j < 2k. For any € > 0, there exists a constant C, > 0
such that

it g < oD K £ bamy,  (18)

L2(B(0,1))

sup e
te(0,27)

for all f with supp f C {€:|€] ~ 2K}. The constant C, does not depend
on f, j and k.
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We have the following remarks for Theorem 6:

e Theorem 6 is sharp when j = k and j = 2k.

e The presence of 2¢¢ leads us to lose the endpoint results in Theorem 2.
e In the case N =1, similar result was built in [Dimou-Seeger, 2020] by

TT* argument and stationary phase method. But their method seems not
to work well in the higher dimensional case.
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- Feydéelecewdewese|
Sketch for the proof of Theorem 6

Notice that for any function g with supp & C {£ : [¢] ~ 227/}, it holds

< o Dawt
L2(B(0.1))

sup ’ ltAgl

_ HgHLz(RN)
t€(0,2~(2k=0)

By scaling, we have

sup |e™"Agl

< C2 DT g ey (19)
te(0,27J)

[2(B(0,2k—J))

whenever supp & C {¢ : [¢| ~ 2K},




Sketch for the proof of Theorem 6

Then we obtain the following lemma by translation invariance in the
x-direction.

When k < j < 2k, for any € > 0 and xg € RV, there exists a constant
Ce > 0 such that

S C62(2k—j)2(/v’\i_1)+€k||f-||L2(RN)’ (20)

L2(B(xp,2KJ))

sup |eAf|
t€(0,2)

whenever supp 7 C {€ : |¢| ~ 2K}. The constant C. does not depend on xg
and f.




Sketch for the proof of Theorem 6

o
/
77 722
t \zh'J ‘ ?I_h'i- \|'
2 %
. 2 . 2
sup "R f(x)] < sup |e"AF(x)]
t€(0,24) 12(B(0,1)) - lte(0,279) L2(B(c(v"),2k—))

< C.ok=)tti+ek Z I£]12
Vl
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- Feydéelecewdewese|
Sketch for the proof of Theorem 6

e Wave packets decomposition
ZZ@V—ZZ 8091/ ©o,v,

etAfy, is essentially supported in Ty, defined by

To. = {(x, t), |x — c(v) + 2tc(0)| < 2U=RE1H) o <+ < 27/},

V . / | &
3.
t : R I
e
Tou.
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- Feydéelecewdewese|
Sketch for the proof of Theorem 6

e Orthogonality argument

/
| \Z2 oz ]
\Zu-.i ‘ ;h-;. \,.
, 2 _ 2
sup |e"AF(x)] < sup e h(x))|
t€(0,277) L2(B(0,1))  ,r llte(0,27) 12(B(c(v'),2k=1))

2000k | £||2
+2 1172

_) N
< Z C€22(2k 5) N+1+2Ek“fi||%2
o

+ 2_2000k”f||227

where i =3 5>, c(w)—c(v)<2U-R(-1+100) Tg,p and o = f — f1.
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Construction of counterexample:

Theorem 3
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Sketch for the proof of Theorem 3

We notice that the counterexample for r = NLH can be also applied to the
N o N/(N+1), )
case when r > M since ¢N/(N+1):20(N) c ¢7°°(N) and

: r N _ N N
m’”{%,ﬂv 2(N+1)} = aver) When r > wog

Therefore, next we always assume r € (0,

L]
N+1l




- @muessmsd
Sketch for the proof of Theorem 3

Put g = '\il;,ﬂ Let Ry = 2 and for each positive integer n,
N

—B(r+1
Rnfl < R (r )7

Denote the intervals I, = [R, Alrt1) Ry"), ne N*.
On each [,, we get an eqwdlstrlbuted subsequence tn;,j = 1,2, ..., jn such

that
{to 1< j <)o} = Rz,

and tp, — tn,, = Ry Pr+1),
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Sketch for the proof of Theorem 3

Our counterexample comes from the following lemma.

Let R > 1 and | = [R~P(t1) R=F). Assume that the sequence

{t; :1<j<jo} =R PUHIZNI and tj — tjy1 = R0+ for each

1 <j < jo— 1. Then there exists a function f with supp f C B(0,2R)
such that

> R R RIN-DA-15)—c ()
12(B(0,1))

.t
sup |e'zAF|
1<j<Jo

and
(1 (r+1)B)

£l sy S RSRTR"T (22)

Here € > 0 can be sufficiently small.
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Sketch for the proof of Theorem 3

Assume that the maximal estimate

tn;
supsup|e’ﬁAf|
noj

< Cllfll e (ry (23)
12(B(0.1))

holds for some s > 0 and each f € H5(RN), then for each n € N*, we have

.f"_,‘A
sup |e'2x 2 f|

< Cfllps ey (24)
J

L2(B(0,1))

whenever f € H(RV). Lemma 6 and (24) yield

(r+1)B

252 (1 )—€ s
Ri® Ry < CR:. (25)

Then we have s > N+l PR
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Setting . .
8 8
Q= (-—>-R% - R%
! ( 100" " 100 2>’

Q, = {E e RV-1: & ¢ 2:RFZN-1 1 B(o, Rl—f)}+3(o 10100)

then we define #(£1) = h(&1 + 7R), hH(€) = &(€ + nRH), where h = xq,,
& = xq,, and some 0 € SN2 (when N = 2, we denote S° := (0, 1)) which
will be determined later. Define f by F= f1f2.

It is easy to check that f satisfies (22). We are left to prove that
inequality (21) holds for such f. Notice that

/358 F (3, %)| = /272 (x) || F 2 (). (26)
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- @muessmsd
Sketch for the proof of Lemma 8

For the first part:
e A change of variables implies

Lt Lt
|2 21 (x)| = [e'Z72h(x1 — Rt)).
.t
. ]e’iAh(x1)| 2 |€21] for each j whenever |x;| < R,

e We have .
=L
le'2n 8 (xa)| 2 [l

henever 31 € (0, 1) and Ry € (3 + R9)




- @muessmsd
Sketch for the proof of Lemma 8

For the second part:
e we have . .
|72 h(x)| = [e 72 (X — Rj6)].

e for each j and X € Uy,
e’z g(%)] 2 |0l (27)

here

1
={x RV % N4 B(0, — Rt
Uo {xe % (o, )}+ (0, Zo55 ).

e we have
|e'2x Afz( ) 2 1], (28)
if x € UX1 = Uj:Rt_,'ERI*(r*l)BZﬁ(Xl,X1+R*5/2) Uo + Rtje-
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Sketch for the proof of Lemma 8

Next we need to select a 6§ € SN2, such that |U,,| > 1 for each
x1 € (0, 3R'P), which follows if we can prove that there exists a
0 € SN=2 so that B(0,1/2) C Uy, for all x; € (0, 3RF).

It suffices to prove the claim that there exists a # € S¥=2 such that
- N-1 . < (D8 N 1A
U xeR X €R™ 7Z"7'NB(0,2) p+Rt;jf
JiREERI=AUDZA(x1,x1+R~5/2)

is 1g5g R 11 dense in the ball B(0,1/2).
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Sketch for the proof of Lemma 8

This can be proved by the following lemma.

Letd >2,0<e¢d<1land x> g Then, if § <rand R>1is

sufficiently large, there is § € SY=1 for which, given any [y] € T¢ and
a€R, thereisat, € R%ZN{a,a+ R} such that

] = [, 6]] < RV,

where "[-]" means taking the quotient RY/Z9 = T9. Moreover, this
remains true with d = 1, for some 6 € (0, 1).
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- @muessmsd
Sketch for the proof of Lemma 8

Finally, we obtain that

.t
/ sup €272 F(xq, %)) dxdx1>/ / sup|e 278 f(xq, X)[2dxdxy
B(0,1) j Uq J

2 R 1 2|2,

which completes the proof of Lemma 8.
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Thanks!
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